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The Need for Sustained Operational Oceanographic 
Services

Opening Address at the 6th EuroGOOS Conference
Ladies and gentlemen,

It may be that sometime in the future this century will be addressed as the beginning of a
maritime age. The seas and oceans are playing an ever increasing role for our life and for
our survival. 

The oceans are a basic factor for the global climate. They influence climate change and
they are affected by the impacts of climate change, not least in coastal regions. The seas
are very sensitive ecological systems which need to be protected. This is quite evident
here in the Baltic Sea area, which is still suffering from heavy environmental threats. 

Marine life contributes to biological diversity which is an indispensable component of
the earth system and must be preserved. Just recently the results of the census of marine
life have attracted great public interest. At the same time we are intensifying the utili-
sation of the seas by which the marine environment is further stressed. Maritime trans-
portation is the drive belt for global commerce. 

The marine living resources are being increasingly exploited as a food supply. Fishery
has been pursued on an industrial scale worldwide for a long time now, strongly
suffering from over-fishing. Aquaculture is the fastest growing part of the food industry.
Marine biotechnology is becoming an issue of increasing interest. 

As concerns the exploitation of non-living resources industry, it is extending its activities
to water depths of several thousand metres and into ice-covered regions. That is true in
particular with regard to oil and gas which will still cover a big part of our energy
demands for the next decades. Maybe someday it will be replaced by gas hydrates. The
increasing demand and the increasing costs for mineral resources lead to new incentives
for deep sea mining. The awareness for this need is growing in the light of the current
discussion about noble earths.

Offshore wind farms are becoming reality in particular off European coasts. Though the
production of renewable marine energy – by using tidal, wave, current and thermal
power – is still at its infancy due to the still necessary technological developments, in the
longer run it will gain in importance. 

Ladies and gentlemen,

All this requires a sustainable marine development, based on good ocean management,
following the ecosystem approach to reflect a jointly agreed vision of a healthy marine
environment with diverse biological components functioning in balance, resulting in a
good ecological status and supporting a wide range of sustainable human activities. No
wonder that integrated coastal zone management and maritime spatial planning are
upcoming issues.   

Peter Ehlers, EuroGOOS Chair 
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To meet these challenges, sufficient information about the seas and the oceans is a basic
and indispensable requirement. We need to know as much as possible about the complex
physical, chemical, biological and geological processes taking place in the ocean, in the
coastal waters, on the sea floor and in the seabed. Such knowledge is still largely insuffi-
cient, fragmented and not easily accessible. Considering the importance which the
oceans and the coastal waters have for us and will have even more in the future, there is a
most compelling need to improve our understanding by collecting, processing and
managing all data needed for describing the processes, to make the data accessible to all
who need them for planning and decision making, and to provide forecast services for a
broad range of application. 

In the light of these requirements, oceanographic data – and that includes physical,
chemical, biological and geological parameters – are gaining in importance. A lot of
valuable work has been and will be done by marine research. But due to the time
restriction of research programmes and projects, research is not sufficient, but has to be
based on, and accompanied and supplemented by sustained, permanent oceanographic
monitoring and observation systems. Identification of trends in data series, covering long
periods of time, will be indispensable as well as regular products and services based on
these data, meeting various and widely differing needs for information. These services
must be clearly defined, they must meet the real needs of users, and they must have a
solid, reliable financial basis with a long term perspective. They cannot be performed
and financed on the basis of time-limited research activities, but they require a firm
commitment by governments, ascertaining their sustainability. In this respect we still
have to face heavy deficits. Governments are reluctant to enter into long-term binding
commitments for ocean observation systems and to acknowledge them as a political
priority issue. This is a problem at the global level, where all the efforts of more than 20
years to establish a global ocean observing system have not yet led to the results needed.
But it is also a problem for us in Europe. Up to now we do not have a firm and well-
grounded structure for such a system although EuroGOOS as a network of institutes in
Europe dealing with operational oceanography has already existed for 15 years. It is one
of the weaknesses of EuroGOOS that we are an unincorporated association of institutes;
and that most of our members are not mandated to act on behalf of their governments and
to enter into any far-reaching commitments. We are trying to strengthen the role of
EuroGOOS. Currently we are planning to transfer EuroGOOS into an entity with its own
legal personality. That will be an important step forward. And in the framework of the
MyOcean project we are considering the establishment of a European Centre for Ocean
Monitoring and Forecasting. We will hear more about this initiative during this
conference. 

Ladies and gentlemen,

What is needed from operational oceanography, including recent developments and the
installation of sustained services, is the topic of this conference on “Sustainable Opera-
tional Oceanography”. I welcome you all most cordially to the 6th EuroGOOS
conference here in Sopot. The large number of participants including scientists,
engineers, technical experts, policy makers and administrators, representatives from the
public sector as well as from industry, from all parts of Europe and other parts of the
world is quite promising. I apologise for not addressing all of you individually. That
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would go beyond the time frame of my welcome address. But as partes pro toto I want to
address some participants in person.

I bid a cordial welcome to the President of Sopot, Jacek Karnowski. I cordially welcome
the Director of the Polish Institute of Oceanology Janusz Pempkowiak. Your well-
renowned institute contributes substantially to improving the knowledge of the seas. And
we are very glad that you together with the Polish Maritime Institute and the Polish
Institute of Meteorology and Water Management and together with the Polish
Government invited us to hold this conference here in Sopot which is a very appropriate
venue for this conference. I am sure that the genius loci will be inspiring for this meeting.
Please, convey our great gratitude to the Polish Government for supporting this
conference as part of the national activities of Poland within their Presidency in the
European Union. Maritime and marine matters and science have long been important
issues in this country, as quite recently has been shown by the very impressive European
Maritime Day activities in Gdansk.

I cordially welcome Krzysztof Jan Kurdzydlowski, Director of the Polish National
Centre for Research and Development. We appreciate very much your dedication to
applied science.

I also want to welcome the representative of the Intergovernmental Oceanographic
Commission of UNESCO, Albert Fischer, who is the acting director of the GOOS
Project Office. EuroGOOS is very closely related to IOC, contributing to the implemen-
tation of the Global Ocean Observing System under the auspices of IOC. IOC is co-
sponsoring this conference which marks the end of the 50-year jubilee activities of IOC.
And I extend this welcome to the colleagues from other regional ocean observing
systems. 

It is good that you have joined us from so many different parts of the world. Yesterday
we had already a very important and fruitful meeting of our GOOS Regional Alliances
Forum aiming at further promoting the global system.

We are very happy that Kostas Nittis, Chair of the Marine Board of the European
Science Foundation is with us at this conference.

Last but not least I want to welcome our keynote speakers. Colin Grant from BP repre-
senting the users side, and Mike Bell from the UK National Centre for Ocean
Forecasting. We are looking forward to your speeches.

Ladies and gentlemen,

This is already the 6th EuroGOOS Conference. All the forgoing Conferences have
largely contributed to advancing operational oceanography. The proceedings of the
conferences reflect the quite impressive development in this field since the mid-1990s.
Looking into this year’s conference programme you will see that again we are covering a
broad range of subjects to be discussed. This morning we will start by hearing about
some user perspectives – and I attach great significance to that aspect, as in the end we
have to meet the needs of the users. After that we will hear about operational oceanog-
raphy, coupled predictions and climate change. Then we will get some latest information
about what is going on in the IOC with regard to operational oceanography. Our plenary
session will raise the most challenging question of how to make operational oceanog-
raphy sustainable, and numerous parallel sessions will follow dealing with
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• Operational Oceanography for climate monitoring and impact

• Real-time observations from ocean and space

• Nowcasting, forecasting and re-analysis

• Operational coastal services

• Monitoring and modelling marine biogeochemical processes

• Oil drift forecasting services.

My expectation is that we will exchange the latest information available, that we will
learn from recent projects and benefit from experience gained, that we will develop new
ideas on how to make further progress, that we will promote co-operation and find ways
to establish those services which are needed. Eventually my hope is that someday we
may state that this conference here in Sopot was an important milestone for establishing
and ascertaining sustained operational oceanographic services in Europe to facilitate the
use and the protection of the seas. 

I must not end without expressing my very great gratitude to all those who have brought
this conference to reality: in particular to all our Polish colleagues who did all the prepar-
atory work here in Sopot which was necessary, and to the EuroGOOS Office. I want to
express my great appreciation to all the speakers at this conference as well as to the
session chairs and the rapporteurs. And ultimately I want to thank you all for coming and
for participating pro-actively in the conference. 

I wish all of us very interesting, exciting sessions, good presentations and discussions
which hopefully will lead to new insights and ideas. Besides that the conference may
also help us to intensify personal contacts which quite often are decisive for successful
co-operation. I am quite sure that this conference will be an enrichment for all of us and
that we will enjoy our stay here in Sopot. 



Real-time observations from 
ocean and space





Coastal monitoring: new experiences in central 
Tyrrhenian Sea

Abstract
Complex decision systems have been implemented for prevention and ecological risk
analysis, based on economically sustainable activities including forecasting models,
satellite images and sustainable observatory networks. Operational oceanography has
been engaged in the development of new acquisition, transmission and assimilation
systems in order to have the widest possible coverage of real time information, reflecting
the guidelines of the World Meteorological Organization (WMO) and of the Intergov-
ernmental Oceanographic Commission (IOC). The high costs of offshore mooring
systems and traditional oceanographic cruises have suggested the use of alternative
platforms to collect a large number of oceanographic data in a wide space. In particular
the Ship-of-Opportunity Programme (SOOP) realised a network to support different
operational needs, first of all the provision of upper ocean data for data assimilation in
models, in support of climate prediction. Moreover, marine coastal areas can be
monitored using small measure platforms integrating “on demand” sensors and systems
to measure air and water parameters, streaming collected data using a cellular modem,
able to directly connect to internet. This work shows an integrated real time observing
system installed in the Latium coastal area (Central Tyrrhenian Sea). It comprises new
low cost technological devices and an automatic multi-purpose buoy equipped with a
pumping system developed ad hoc for physical-chemical-biological variables measuring.
In particular this last device, because of its geographical location, has a strategic
relevance for the ocean colour satellite sensors calibration, allowing investigation of
marine coastal areas classified as ‘case 2’ waters and constituting a reference station for
water quality assessment.

Keywords: Coastal platform, low cost technologies, multi-purpose observatory
network

1. Introduction 
A buoy was installed with the main aim of continuously measuring seawater descriptors
at a strategic point characterised by different anthropic pressures (e.g. industrial ports,
power plants and industries, aquaculture, freshwater incomes), which overlap with high
natural value ecosystems. Due to the multiple stressors affecting the coastal area near the
Port of Rome, in the north of Latium, the Environmental Ministry decided to monitor the
state of ecosystems in a project conducted by the Port Authority.

M. Marcelli*1, G. Zappalà2, and V. Piermattei1 

1Laboratory of Experimental Oceanology and Marine Ecology (DECOS), Tuscia 
University (Italy)

2CNR-IAMC Messina (Italy)
* Corresponding author, email: marcomarcell@unitus.it
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The installation of this platform in the Civitavecchia coastal area therefore has the
objective to contribute to the evaluation and control of the environmental changes, which
can be due to natural or anthropic causes. 

In particular the presence of a fixed station for continuous measurement of meteoro-
logical, oceanographic and, mainly, bioptical parameters is a great support to the evalu-
ation of the marine water trophic state.

The platform was an automatic multi-purpose buoy, allowing the integration of various
type of instruments. Thus the buoy will be an important point for remote sensing data
and mathematical model calibration. In fact operational forecasting of ocean circulation
and marine ecosystem fluctuations requires multi-parametric real-time measurements of
physical and biochemical properties (Nittis et al., 2003).

Moreover the buoy will be an experimental platform for testing of new, low-cost ocean-
ographic technological devices.

This work represents the first step of a multidisciplinary project to integrate a coastal
buoy for testing newly developed low cost sensors and systems, for calibration and
validation of satellite sensors. Affordable platforms underpin our ability to make
sustained in-situ observations of the ocean (Griffiths et al., 1999). 

Interdisciplinary sensor suites are important for studying problems such as carbon
dioxide cycling and variability, the role of biology in upper ocean heating, phyto-
plankton productivity, upper ocean ecology, population dynamics, and sediment resus-
pension (Tokar et al., 1999). 

This paper shows the upgrade of the platform and the integration of new low cost techno-
logical devices for coastal environment monitoring.

2. Coastal buoy

2.1 Architecture of the system

The platform was originally moored in Siracusa (Sicily, Italy) coastal waters as a part of
a monitoring network funded by the Italian Ministry for University and Research.

Several versions of the systems have been built, with different sensors and hardware
components, and installed in Messina (1995) and Venice (1997) as a part, respectively,
of the activities of the CNR Strategical Project for Automatic Monitoring of Marine
Pollution in Southern Italy Seas and of the PRISMA 2 programme, aimed at the study
and safeguard of the Adriatic Sea (Zappalà et al., 1999).

The platform, installed off the coast of Civitavecchia, in a depth approximately 40 m
deep, has a size of 4.0 × 2.4 m with a maximum height of about 3 metres above sea level
(due to the presence of a frame for the meteorological station) with a mass around 1100
kg, which can vary depending on the payload.

The configuration of the structure, similar to that of a catamaran, was designed to
provide maximum stability.

The entire platform loaded with equipment, the mast-head and two people, placed on
either side of the structure, has a tipping capacity of about 40 degrees, sufficient to
ensure stability.
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The platform is made of stainless steel, which supports 10 cylindrical floating buoys,
arranged in two rows. In an upper position, still connected to the stainless steel frame,
four other floating buoys can be added to increase to rollover stability.

In the central semi-submerged part, a container houses the equipment for measurement
and analysis.

In the middle of the structure there is a stainless steel trellis arch supporting the
signalling equipment and the meteorological instrumentation. The signalling system is
composed of a marine lantern flashing twilight automatic ignition and, as passive radar
reflector, one St. Andrew’s cross.

Figure 1  The buoy.

2.2 Buoy management, data acquisition and transmission system

The buoy is managed by a new, improved version of the advanced system for data acqui-
sition and transmission, formerly described by Zappalà et al. (2002).

The data acquisition and transmission system uses a PC104 standard form factor imple-
menting a PC-like architecture with low power consumption.

The PC104 uses a CPU-1452, which is an embedded RoHS compliant board based on
two modules: a mezzanine CPU module combined with a PC/104-Plus form factor
carrier. The mezzanine CPU module features the processor and its Intel® 815E chipset
with 100MHz bus frequency. The processor is the Intel® Celeron® 400MHz. The
system comes with 256 MB SDRAM soldered on board. No active cooling is required to
operate within the standard and extended temperature ranges.

Ten RS232 ports are available to connect instruments, and a 1GB compact flash card is
used as mass memory unit and a real time clock. Connections for keyboard and monitor
complete the computer system.
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A cellular radio modem is used for data acquisition and transmission enabling, thanks to
an embedded TCP/IP stack, to easily connect to the internet both to transmit data and
receive commands using standard FTP and email protocols; it is always possible also to
connect to the buoy simply using a traditional modem dialling the buoy cellular phone
number.

The management software is a newer improved version of that formerly described by
Zappalà et al. (2004). Thanks to the embedded macro-commands the software enables
easy management of the maintenance of the buoy and the instruments, operation and
measurements, automatically starting measurement cycles, every 10 minutes, which can
be altered and are remotely programmable without stopping normal activity.

An unmoored buoy test is performed at the beginning of every measurement cycle,
comparing the buoy position read by GPS against the pre-set mean/max latitude and
longitude values and sending, if necessary, SMS alarm messages are sent to control
centre operators.

The power supply system in its full implementation comprises one 200W wind
generator, four 80W solar panels and up to eight 12V 80Ah batteries. The full implemen-
tation is necessary only when high energy demanding devices (e.g. pumping systems,
chemical analysers) are integrated in the buoy system.

3. Instrumental payload
Progress in solving most oceanographic problems is still significantly limited by techno-
logical barriers (Dickey and Bidigare, 2005).

At present the buoy hosts and manages an Idronaut OceanSeven 316 multi-parametric
probe for temperature, conductivity, dissolved oxygen, pH, chlorophyll-a fluorescence
and turbidity measurements. Moreover a differential dangling measure system is
integrated to acquire temperature at five fixed depth by means of SBE 38.

Moorings have been used to obtain chemical, optical, biological and acoustical data in
addition to the more common physical data and have proven to be excellent platforms for
testing and developing new sensors (Griffiths et al., 1999).

In fact the innovation in this work is represented by the application of a low cost
technology for temperature, conductivity and fluorescence of chlorophyll-a measure to
the buoy system. 

3.1 Low cost technology

The low cost instrument was developed during the MFS-TEP project, specifically the T-
FLAP (european patent n. EP1962089A1). It was developed because of the possibility of
using a continuous profiling probe, with an active fluorescence measurement, and is very
important in real time phytoplankton studies; it is the best way to follow the variability of
sea productivity (Marcelli et al., 2007).

The device is developed with low cost components, but allows a high accuracy of
measurements. The measurement components are based on: a pressure transducer, a
glass bulb temperature resistor; blue LEDs, interferential filters and a photodiode for the
fluorescence measure.
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Figure 2  The T-FLAP

To enable continuous measurement, one T-FLAP is plugged in a circuit powered by a
surface pumping system and managed by the buoy electronics.

The instrument was calibrated by means of a laboratory calibration system, composed of
a closed hydraulic circuit which simulates the buoy pumping system and which includes
reference sensors (MicroTSG SBE45, FIAlab Fluorometer).

Figure 3  Temperature and Fluorescence calibration of T-FLAP

3.2 Future integrations

In the future also multispectral sensors, water samplers (previously described in their
first version by Zappalà et al., 2002), pumping systems and a meteorological station will
be added in the buoy instrumental payload.
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Activities of the calibration laboratory at HCMR-Crete 
– progress and challenges

Abstract
The calibration laboratory of HCMR-Crete has been developed to support the
POSEIDON weather forecasting and monitoring system. It is set up to work with a range
of sensors, which include temperature, conductivity, turbidity, Chl-a and oxygen. A
large temperature-controlled tank with an approximate volume of 1.5 m3 is used to
achieve salinity and temperature gradients where necessary. 

The calibration procedures followed are compliant with manufacturer recommendations;
however, our main focus is on data ranges recorded in the eastern Mediterranean area.
Processing and evaluation of calibration data focuses on minimising sensor drift by
recalculating corrected coefficients at regular intervals. Special effort is made in order to
establish a time-dependent filter that would perform dynamic data corrections following
the sensor drift.   

In the future we aim to utilise pre- and post- deployment calibration procedures to
examine biofouling effects and define its contribution to the overall sensor drift. As
sensors are expected to contribute to data assimilation as part of an integrated sampling
system, we also focus on defining overall errors and their sources in order to improve
sensor performance. 

Although a large number of sensors are deployed every year in the European seas,
calibration procedures vary significantly between laboratories. Thus it would be very
constructive to work towards common practices, an approach already in place for obser-
vational platforms (buoys, ferryboxes, and gliders) and we believe a similar set-up along
with a possible certification method would be very useful.

Keywords: operational oceanography, buoy network, calibration, biofouling

1. Introduction 
The POSEIDON monitoring and forecasting system of the Eastern Mediterranean
(poseidon.hcmr.gr) uses a variety of platforms ranging from coastal buoys equipped with
a few basic met-ocean sensors to open sea stations with an extensive list of sensors
targeted to both physical and biochemical process and their coupling at various time
scales (Petihakis et al., 2010). Three multi-parametric deep water observatories currently
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operate: the E1-M3A mooring operating in the Cretan Sea since 2000, Athos station in
North Aegean and Pylos mooring site that operates in the SE Ionian Sea. These stations
host sensors for temperature and salinity at several depths ranging from surface to
1000 m as well as Chl-a, dissolved oxygen, PAR and light attenuation at 20, 50, 75 and
100 m (M3A). The surface buoy hosts a complete set of sensors for air-sea interaction
studies (wind speed and direction, air pressure, air temperature, wave height and
direction, relative humidity, precipitation, radiance, irradiance, radiometer and
pyranometer) as well as an ADCP for current speed measurements in the upper 100 m. A
total of 20 CTs and CTDs plus the surface sensors are always deployed in the field for a
period of 6 up to 8 months before they are replaced. The large number of the deployed
sensors and the need for high quality data led to developing of calibration methods and
infrastructures to cover the needs of the POSEIDON monitoring and forecasting system. 

2. Calibration strategy
In order to minimise the calibration time and expenses, our calibration procedure is
designed in such a way as to cover the range of the measured parameters present in
Greek seas. For temperature this translates to a range of 11–28°C. Keeping that in mind
and given the regional salinities (31–39.6 psu) as well as the min-max deployment
depths we estimate a calibration range for the conductivity sensors between 3.5 and 6.47
Sm–1. For turbidity and Chl-a sensors the calibration procedure is carried out with
reference solutions with low concentrations, which correspond to the actual values
measured in the oligotrophic open seas around Greece. Dissolved oxygen sensors are
calibrated over the range of 0–100% saturated solutions resulting in different concentra-
tions depending on salinity and temperature. Furthermore in the future we are aiming to
adjust even further the calibration range of each sensor to the specific local conditions at
each deployment site. 

3. Equipment

3.1 Infrastructures

The calibration facilities at the HCMR Thalassocosmos complex in Crete include a fully
equipped laboratory with a custom-made large calibration tank, two smaller plexiglass
tanks and a number of reference sensors and all the necessary apparatus for temperature,
salinity, Chl-a, turbidity and dissolved oxygen sensor calibration. The support team
consists of the HCMR technicians and scientists, who prepare the instrumentation,
perform field experiments, service and maintain the instruments and assist users during
experiments in the calibration facility.

The T/C calibration tank has an inner diameter of about 122 cm and an inner height of
120cm, allowing an adequate number of sensors to be immersed in it. The tank walls are
PVC with a polyurethane filling and are 9cm thick, providing the necessary heat
insulation. It is equipped with a 2000 W heating element and an electric motor with a
propeller for the efficient homogenisation of the tank water (Zervakis, 2008).
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Figure 1  Temperature calibration experiment a) full-range time steps; b) single time step temper-
ature evolution.

The large volume of the T/C tank allows the simultaneous immersion of 4 CTD units
(SBE 16 plus) inside the filtered seawater. The continuous stirring and the use of the
CTD pumps effectively eliminate salinity spikes without causing any thermal errors,
allowing discrete calibration steps (Figure 1a). The water sampling for the salinity
analysis is performed from the same water level that the immersed instruments log data. 

Figure 2  The Haage bath performance in comparison with the SBE-35 Deep Ocean Standards
Thermometer.

The two smaller 100 l plexiglass baths are equipped with a laboratory Haage temperature
control circuit that permits fast temperature gradients and temperature stabilisation. The
baths are used for smaller T/C sensors as well as DO sensors calibration and their
stability is validated, during the experiments, by the SBE 35 Standards Thermometer
(Figure 2).   
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3.2 Standards and references 

The temperature reference sensor used in the HCMR calibration lab is the SBE 35 Deep
Ocean Standards Thermometer manufactured by Seabird Electronics with an accuracy of
0.001°C and stability of 0.001°C per year (www.seabird.com/products/spec_sheets/
35data.htm). For salinity measurements we use an Autosal 8400A laboratory salinometer
standardised with IAPSO Standard Seawater and an accuracy of 0.003 ppt
(www.guildline.com/oceanography.php).

An estimation of the calibration precision for temperature is 0.0054°C as a result of the
square root of the sum of squares of the SBE 35 accuracy, the non-uniformity of the
temperature distribution in the T/C tank and the tank stability during a calibration step.
The non-uniformity of the temperature is considered to be the maximum difference
between the reference sensor and a second temperature sensor calibrated by the
manufacturer and its valued 0.005°C. This difference in temperature is recorded to the
centre of the T/C tank where the sensors under calibration are placed. The stability of the
tank is 0.002°C as the maximum difference in temperature recorded by the reference
thermometer during a 2 minute calibration step (Figure 1b) (Inoue et al., 2001).

Using the same approach the salinity uncertainly becomes 0.0062 psu as a product of the
temperature error and the Autosal accuracy and without the contribution of sampling
errors in this result. 

For the calibration of the dissolved oxygen sensors the uncertainly lies on the accuracy
of the Winkler titration and for the optical sensors measuring turbidity and Chl-a the
uncertainly is a factor of the error in the production of the reference solutions in the lab. 

4. Methodology 

4.1 Procedures

The aim is to produce predefined calibration steps at regular intervals with an achieved
homogeneity of the seawater mass inside the tank. During this multistep procedure the
physical properties of the seawater are monitored and high frequency data and duplicate
water samples are collected for later analysis with the high precision salinometer. The
calibration of conductivity sensors is performed simultaneously with the temperature
calibration and discrete gradients are created for each parameter. Seawater is collected
one day prior to the calibration and the procedure begins with the highest temperature of
the range selected using the tank-heating element. Using crushed (freshwater) ice, both
parameters are gradually decreased to the lower point of the selected range. The
procedure is fully controlled as shown in Figure 1a. 

Dissolved oxygen sensors are calibrated in the Haage bath where through temperature
changes we alter the oxygen concentration of the water covering the whole range of
concentrations measured in the station. The turbidity and Chl-a sensors are calibrated
against different reference solutions. 

4.2 Data analysis 

Generally the calibration data analysis involves defining the drift and trying to minimise
it. In order to achieve that there are two approaches: 
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Approach A: Linear fit between reference values and sensor measurements (in most
cases applied to the data). 

An example of temperature calibration results for 4 Seabird 16 plus CTD: 

Approach B: Recalculating the calibration coefficients of the sensor itself (applied to
the sensor e.g. SBE CTs).

The second approach involves raw sensor data that permits the recalculation of the
calibration coefficients of the sensor. Usually we can log the raw and the engineering
units of the sensor but in some cases we need to convert engineering units to raw with a
small price for accuracy because we are processing mean values. For the calculation of
the SBE T/C sensor coefficients we have develop codes and routines that resolve the
manufacture relations and fit the response of the sensor to the reference values. A linear
least squares fit to the calibration constants will remove some of the random uncertainty
associated with each calibration point, and the calibration history can show how a sensor
is aging and if the latest calibration is consistent with the past calibrations.

An example is the Seabird temperature sensors. A thermistor is not a linear device; that
is, the resistance of the thermistor is not linearly related to temperature. Thermistors
behave in a logarithmic manner. Sea Bird has determined that the best fit to the
calibration data for the their thermistor is of the form:

Where f0, f are the sensor frequencies
and a0, a1, a2, a3 are the sensor calibration coefficients. 

This equation can be transformed to a linear third-order polynomial and a linear least
squares fit allows the determination of the new calibration coefficients (Figure 3). 

Figure 3  Residuals of a SBE temperature sensor at each calibration point before and after the
recalculation of new calibration coefficients.
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5. Field validation 

5.1 Survey data

Once the calibration procedure is completed a field validation is also performed prior to
the deployment on the POSEIDON buoy network. This is a crucial step as errors can
occur throughout the calibration procedure, thus avoiding long-term deployment (6–8
month period) errors. The performance of the calibrated instrument is checked against
in-situ data and if necessary a correction coefficient is applied to the transmitted data.
Especially at the M3A buoy we perform a monthly multi parameter survey that includes
CTD casts, equipped with Chl-a, turbidity and dissolved oxygen sensors, plus water
samples and zooplankton nets from various depths (Figure 4). The data correction for
temperature and salinity is performed following the application notes published in the
Seabird Electronics webpage (www.seabird.com/application_notes/AN31.htm). This
approach computes an offset drift for temperature sensors based on pre- and post-
deployment calibration data. Conductivity sensors usually drift by changing span (the
slope of the calibration curve) so in this case the data correction involves the calculation
of the slope from calibration and survey data.

Figure 4  Monthly comparison of the conductivity sensor deployed at the M3A station in depth of
100m against the survey casting.

5.2 Biofouling

The SeaBird conductivity sensor (used on HCMR’s moorings and CTDs) uses a
Beckman three-electrode conductivity cell as the variable resistance element in an AC
Wien Bridge Oscillator. The measurement is contained entirely within the cell so the
dimension of the cell is a critical factor. The drift of a conductivity sensor is generally
due to electronic component aging, fouling that leads to dimensional changes in the cell
geometry, and non-conducting material in the cell. Generally the electronic drift is
smooth and smaller compared to the other factors (Saunders et al., 2010). Biofouling is
the major limiting factor in conductivity measurements (especially moored observations)
in the ocean environment. In an attempt to “quantify” the biofouling contribution to the
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sensor overall drift, experiments have been performed using the same CTD unit before
and after the cleaning procedures recommended by the manufacturer (Medeot et al.,
2010). The results, in this case, indicate that drift due to biofouling is significantly higher
than the electronic drift especially after long deployment periods (Figure 5).

Figure 5  Residuals of a conductivity sensor before and after fouling removal.   

6. Future perspectives
A major technical challenge for operational oceanography is to conduct high precision
field measurements that produce high quality data available to the scientific community.
In the case of extended scientific networks, such as EuroGOOS, the need for harmoni-
sation of procedures and practises is an important issue that affects the overall quality of
the produced knowledge. This statement stands out when it comes to calibration.
Although several calibration laboratories operate all over Europe there are significant
differences in methodologies and procedures as well as on infrastructures. In order to
achieve the highest standards of performance for deployed sensors a closer collaboration
and sharing of knowledge and practises will lead eventually to common adopted
operation methods and significant cost reduction.

Future steps in our calibration activities involve both upgrade of equipment as well as
improvement of existing methodologies, especially for optical and dissolved oxygen
sensors. Thus by maintaining a detailed track of each sensor history in the field and
through pre- and post- deployment calibration experiments and continuous surveys we
will examine the contribution of biofouling, in terms of regional and seasonal param-
eters, to the overall drift. Furthermore due to different sensor technologies and demands
we will further develop our analysis and fitting techniques in order to be able to
minimise the drift as much as possible. The overall goal is a continuous procedure that
will assure the maximum quality and will act as a dynamic filter to previous and future
sensors measurements and data assimilations. 
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CORA3, a comprehensive and qualified ocean in-situ 
dataset from 1990 to 2010

Abstract
Coriolis is a French programme basically aimed at contributing to the ocean in-situ
measurements as part of the French oceanographic operational system. It has been
especially involved in gathering all global ocean in-situ observation data in real time, and
developing continuous, automatic, and permanent observation networks. 

A new version of the comprehensive and qualified ocean in-situ dataset, the Coriolis
dataset for Re-Analysis (CORA), is produced for the period 1990 to 2010. This in-situ
dataset of temperature and salinity profiles, from different data types (Argo, GTS data,
VOS ships, NODC historical data, and more) on the global scale, is meant to be used for
general oceanographic research purposes, for ocean model validation, and also for
initialisation or assimilation of ocean models.

To generate this new version, new and updated data have been extracted from the
Coriolis database and added to the previous CORA dataset spanning the period 1990–
2008. To qualify this dataset, several tests have been developed to improve the quality of
the raw database in a homogeneous way, and to fit the level required by the physical
ocean re-analysis activities. These tests include some simple systematic tests, a test
against climatology and a more elaborate statistical test involving an objective analysis
method (for the validation of this dataset). Visual quality control (QC) is performed on
all the suspicious temperature (T) and salinity (S) profiles and quality flags are modified
in the dataset if necessary.

This Coriolis product is available on request through MyOcean Service Desk
(www.myocean.eu).

Keywords: ocean database, in-situ, quality control.

1. Introduction 
The Coriolis database is a real time dataset as it is updated every day as new data arrive.
In contrast, the CORA database corresponds to an extraction of all in-situ temperature
and salinity profiles from the Coriolis database at a given time. All the data are then re-
qualified. CORA is meant to fit the needs of both re-analysis and research projects.
However, dealing with the quantity of data required by re-analysis projects and the
quality of data required by research projects, remains a difficult task. 
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Several important changes have been made since the last release of CORA2, concerning
both the production procedure (to be able to release yearly reanalysis) and quality checks
applied to the data. Those changes are the following:

• A new procedure is now used to produce the dataset: This procedure was set up to be
able to extract only new and updated data from the Coriolis database at each new
release of CORA.

• A new set of quality checks is performed on the data. 

• A check of duplicates was re-run on the whole dataset

• An XBT bias correction has been applied. 

• The CORA3 release has been extended for the period 1990–2010. 

2. Description of the dataset
 

Figure 1  A) Number of profiles in the Global Ocean in the different file types in CORA3 and B)
Number of temperature and salinity data per month over the global Ocean, as a function of depth
(from S. Guinehut, CLS, Toulouse).
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The Coriolis centre receives data from the Argo programme, French research ships, GTS
data, GTSPP, GOSUD, MEDS, voluntary observing and merchants ships, moorings, and
the World Ocean Database (the last one not in real time). CORA thus contains data from
different types of instruments: mainly Argo floats, XBT, CTD and XCTD, and
moorings. The data are stored in 7 file types: PF, XB, CT, OC, MO, BA, and TE. Figure
1 shows the number of temperature and salinity profiles in the CORA3 database for the
whole period 1990–2010 and their repartitioning among the different file types. A large
amount of data comes from the GTS as a consequence of the real time needs of the
Coriolis data centre.

3. Description of data processing 

3.1 Data flow

CORA data are retrieved from the Coriolis database which is constantly evolving
because new data are submitted, some data are reprocessed, other data are adjusted in
delayed mode (Argo data), quality flags are modified in the Coriolis database after
quality checks have been performed, etc. Basically, all new and modified data since the
previous version of CORA are retrieved from the Coriolis database. This subset of new
and updated data are then re-qualified. Other quality checks are performed on the whole
dataset to ensure data quality consistency.

3.2 Quality checks

Data received by the Coriolis data centre from different sources are put through a set of
quality control procedures (Coatanoan and Petit de la Villéon, 2005) to ensure a
consistent dataset.

Besides these tests, several other quality checks have been developed or applied to
produce CORA3 in order to reach the quality level required by the physical ocean re-
analysis activities. These checks include some simple systematic tests; a test against
climatology and a more elaborate statistical test involving an objective analysis method
(see Gaillard et al., 2009 for further details). Visual quality control (QC) is performed on
all suspicious temperature and salinity profiles. After these visual checks a decision is
made on whether to change or not change the control quality flag.

• Systematic test on new and updated data 

A profile fails a systematic test when pressure is negative, T and S values are outside
an acceptable range depending on depth and region, T or S are equal to zero at
bottom or surface, values are constant at depth, values are outside the 10 σ climato-
logical range, if there is large salinity gradient at the surface (more than 5 PSU within
2dB) or a systematic bias. Each time a profile failed a systematic test it was visually
checked. 

• Tests on the whole database 

A test against climatology that we call Anomaly Method was also applied. In this
case, a profile failed the test if at least 50% of its data points lie outside the 5 σ clima-
tological range. This allows detection of smaller deviations compare to the 10 σ
check. The statistical test is based on an objective analysis run (Bretherton et al.,
1976) with a three-week window. Residuals between the raw data and the gridded
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field are computed by the analysis. Residuals larger than a defined value produce
alerts that are then checked visually. This method combines the advantage of a collo-
cation method since it takes into account all neighbouring sensors, and the
comparison with climatology. Finally, Argo floats pointed out by the altimetric test
(Guinehut et al., 2009; ftp://ftp.ifremer.fr/ifremer/argo/etc/argo-ast9-item13-Altime-
terComparison) were systematically verified over all their life period and quality
control flags were modified when necessary. 

Quality control for the CORA3 database also includes feedback from N. Ferry (Mercator
Ocean, Toulouse) who performed the run GLORYS2V1. This feedback provides a list of
suspicious profiles detected by a comparison with the model solution. About 50% of the
alerts were confirmed after a visual check for the CORA3 database. Figure 2 is an
example of a suspicious profile detected. This kind of feedback can help to improve our
tests.

Figure 2  Example of a suspicious profile provided by the feedback of N. Ferry (Mercator Ocean,
Toulouse) who performed the GLORY2V1 run. Right: Salinity innovation (PSU) and left: the
visual check performed on this alert ( temperature in °C and salinity in PSU as a function of depth).

A final test was performed on the whole CORA dataset in order to check for duplicate
data. 

3.3 XBT bias correction

Different issues with the data of eXpendable BathyThermograph (XBTs) exist and, if not
corrected, they are known to contribute to anomalous global heat content variability (e.g
Wijffels et al. 2008). The XBT system measures the time elapsed since the probe entered
the water and thus inaccuracies in the fall rate equation result in depth errors. There are
also issues of temperature offset but usually with little dependence on depth.

The correction applied on CORA3 dataset is an application of the method described in
Hamon et al., 2011. This correction is divided in two parts: first the computation of the
thermal offset, then the correction of depth. To evaluate the temperature offset and the
error in depth all the co-localised profiles are used for reference (e.g. in a 3 km ray, ±15
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days temporal frame, a maximum average temperature difference of 1°C and a bathym-
etric difference inferior to 1000 m) that are not XBT and with quality flags different from
3 and 4 (suspicious and bad quality). Those references thus gather CTD, Argos profilers
and mooring buoys.

Figure 3 shows the impact of the correction on the difference between XBT and
reference profiles in the CORA3 database as a function of time and depth. The large
positive bias is significantly reduced.
 

Figure 3  Temperature difference (in °C) between XBT and reference profiles before (top) and
after (bottom) correction. 

4. Goals and uses of the dataset

4.1 Research

The CORA database is meant to investigate specific scientific questions. Achieving this
goal will lead to the improvement of the quality of the dataset, by detecting abnormal
data. This will subsequently benefit the Coriolis data centre. Using the CORA database
to estimate global ocean temperature, heat and freshwater still need careful comparison
and sensitivity studies as these global quantities are very sensitive to any sensor drift or
systematic instrumental bias (see Von Schuckmann et al, 2011). Although our quality
controls are meant to detect such instrument problems, they can still miss unknown drifts
or bias.

4.2 Data assimilation in ocean models

An important application of such a database is also its use for ocean reanalyses.
Throughout the world, several reanalysis projects are underway which aim to provide a
continuous space-time description of the ocean, synthesising the information provided
by various observation types (remotely sensed and in-situ) and the constraints provided
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by the physics of numerical ocean models. In France, global ocean reanalysis activity is a
joint collaboration between Mercator-Océan, the Coriolis data centre and several ocean-
ographic and atmospheric research laboratories in the framework of the GLORYS
(GLobal Ocean ReanalYsis and Simulations) project. This project also contributes to the
production of coordinated reanalyses at the European level in the context of the EU-
funded FP7 project MyOcean, in collaboration with Italian, British, French and Canadian
partners. The goal of GLORYS is to produce a series of realistic eddy-resolving global
ocean reanalyses. Several reanalyses are planned, with different streams. Each stream
can be produced several times with different technical and scientific choices. Stream 2
(GLORYS2) covering the period 1992–2010 has been produced using the CORA3 data
set.

Acknowledgements
This work is part of the MyOcean project.

References
Boehme, L., P. Lovell, M. Biuw, F. Roquet, J. Nicholson, S.E. Thorpe, M.P. Meredith,

and M. Fedak (2009). Technical Note: Animal-borne CTD-Satellite Relay Data
Loggers for real-time oceanographic data collection, Ocean Sci., 5, 685–695.

Boyer, T.P., J.I. Antonov, O.K. Baranova, H.E. Garcia, D.R. Johnson, R.A. Locarnini,
A.V. Mishonov, T.D. O’Brien, D. Seidov, I.V. Smolyar, and M.M. Zweng (2009).
World Ocean Database 2009. S. Levitus, Ed., NOAA Atlas NESDIS 66, U.S. Gov.
Printing Office, Wash., D.C., 216 pp., DVDs.

Bretherton, F., R. Davis, and C. Fandry (1976). A technique for objective analysis and
design of oceanic experiments applied to Mode-73. Deep-Sea Res., 23, 559–582. 

Coatanoan, C., and L. Petit de la Villéon (2005). Coriolis Data Centre, In-situ data
quality control procedures, IFREMER report, 17 pp. 
www.coriolis.eu.org/cdc/documents/cordo-rap-04-047-quality-control.pdf

Gaillard, F., E. Autret, V. Thierry, P. Galaup, C. Coatanoan, and T. Loubrieu (2009).
Quality controls of large Argo datasets, J. Atmos. Ocean. Tech., 26, 337–351.

Guinehut, S., C. Coatanoan, A.-L. Dhomps, P.-Y. Le Traon, and G. Larnicol (2009). On
the Use of Satellite Altimeter Data in Argo Quality Control, Journal of Atmospheric
and Oceanic Technology, 26, 395–402.

Hamon, M., G. Reverdin, and P.-Y. Le Traon (2012). Empirical correction of XBT data,
Journal of Atmospheric and Oceanic Technology. 

Von Schuckmann, K., and P.-Y. Le Traon (2011). How well can we derive Global Ocean
Indicators from Argo data?, Ocean Sci. Discuss., 8, 999–1024.

Wijffels, S.E., J. Willis, C.M. Domingues, P. Barker, N.J. White, A. Gronell, K.
Ridgway, and J.A. Church (2008). Changing Expendable Bathythermograph Fall
Rates and Their Impact on Estimates of Thermosteric Sea Level Rise. J. Climate, 21,
5657–5672. doi: 10.1175/2008JCLI2290.1.



Operational Oceanography for 
climate monitoring and impact





The Polish-Russian-Norwegian co-operation for 
operational coastal services

Institute of Meteorology and Water Management - National research Institute, Maritime 
Branch in Gdynia, Poland

Abstract
The Vistula Lagoon is a trans-border lagoon of two countries: Poland and Russian Feder-
ation (Kaliningrad Oblast). Because of the economic importance of the Lagoon, e.g.
regarding fishery and marine transport, as well as its touristic value, the improvement
and preservation of good ecological status in this basin is equally important to both
countries. 

Investigations of the state of the lagoon – hydrologic, geological, physical, chemical and
biological – were performed in cooperation and there was also cooperation on work on
the results of historical investigations, when Poland and Russia belonged to one political
system. One example is “Hydrometeorological regime of the Vistula Lagoon” issued in
1975, edited by Lazarenko and Majewski. Cooperation diminished after Poland accessed
the European Union, but Polish-Russian projects started again around ten years ago.
Stronger collaboration is necessary due to the requirements of the EU Water Framework
Directive (60/UE/2000) of developing cooperation with non-EU countries in trans-
border areas. Russia (Kaliningrad Oblast) is open to cooperation with Poland to keep
and, if possible, improve the ecological status of the reservoirs. 

Keywords: coastal services, Baltic Sea, Vistula Lagoon, Polish coastal zone, infor-
mation and data distribution.

1. Introduction 
During 2007–2011, the Maritime Branch of the Institute of Meteorology and Water
Management, National Research Institute (IMWM NRI), was a beneficiary of two inter-
national projects co-financed by the Norwegian Financial Mechanism (NFM) –
“Strengthening the administrative capacity in order to improve the management of the
Polish coastal zone environment” and “System for the exchange of information on
ecosystem state of the Vistula Lagoon within the frame of the Polish-Russian trans-
boundary co-operation”. The first project, with the acronym SeA-Man (PL0103)
addressed the Polish coastal administration. The second project – SerVis Force (PL0223)
– ran between 2008 and 2011 and addressed the Polish and Russian management author-
ities of the Vistula Lagoon, a cross-border water body belonging to both countries. The
budget of each project consisted of 85% from NFM funds and 15% from internal
resources of the IMWM NRI. IMWM NRI was the sole contractor for the project
PL0103 and was the main executor of project PL0223, with Norwegian and Russian
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partners: Norwegian Institute for Water Research (Oslo), Federal State Institution
“Kaliningrad Provincial Center for Hydrometeorology and Environmental Monitoring”
(FSI Kaliningrad PCHEM), Atlantic Branch of the Institute of Oceanology Russian
Academy of Sciences P.P. Schirshov (AB IO RAS) and Federal State Institution
“Atlantic Research Institute of Fishery and Oceanology” (FSI ARIFO).

2. Results obtained within the projects

2.1 Concurrent monitoring cruises 

An analysis of historical and contemporary monitoring programmes carried out by
Russian and Polish institutions in the Vistula Lagoon was conducted within the project
PL0223 with reference to the requirements of HELCOM and EU Water Framework
Directive (WFD). This resulted in the development of a concerted list of parameters and
methods compliant with the WFD requirements to be monitored by both Polish and
Russian partners in the relevant parts of the Vistula Lagoon (Table 1).

Table 1 List of concerted parameters and methods for monitoring the environmental status of the
Vistula Lagoon 

Meso-zooplankton, the planktonic size group monitored within the HELCOM
COMBINE programme was not included because it is not required by the WFD. The
programme of measurements comprised also the setting of a network of measurement
stations in both parts of the Vistula Lagoon. 

2.2 Results of concurrent monitoring cruises

In-situ measurements and laboratory analyses concerning the Polish part of the Vistula
Lagoon in the project PL0223 were conducted by the Maritime Branch of the IMWM
NRI in Gdynia while the corresponding activities in the Russian part of the Lagoon were
done by three partners: water temperature and salinity were determined by ABIO RAS,

Parameter
Method

Compliance
RUS PL

water temperature & salinity CTD probe CTD probe +

oxygen classic Winkler classic Winkler +

pH potentiometric potentiometric +

water transparency Secchi disc Secchi disc +

nutrients: orthophosphate, total 
phosphorus, nitrate, nitrite, 
ammonia, total nitrogen

colorimetric colorimetric +

chlorophyll-a spectrophotometric spectrophotometric +

phytoplankton: species compo-
sition, abundance & biomass

microscopic taxonomic 
determination

microscopic taxonomic 
determination

+

macrozoobenthos

microscopic taxonomic 
determination; gravi-
metric biomass deter-
mination

microscopic taxonomic 
determination, gravi-
metric biomass deter-
mination

+
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nutrients were analysed by FSI Kaliningrad PCHEM and biological variables were
analysed by FSI ARIFO.

Figure 1  Location of measurements stations in the Polish (PL) and Russian (RUS) parts of the
Vistula Lagoon. The Lagoon has a total length of 91 km, and the average width is 9 km.

Figure 2  Vertical distribution of selected environmental parameters along the Vistula Lagoon
RUS-PL transect in 2009. 
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Figure 3  Vertical distribution of selected environmental parameters along the Vistula Lagoon
RUS-PL transect in 2010. 

In 2009, the measurements were conducted in parallel on one day and at border stations
PL-10 and RUS-8 with 30 minute intervals (Figure 2). In 2010, because of the strong SW
winds which prevented Russian partners from seagoing, the measurements were done
with a 2 days lapse (Figure 3). 

2.3 Contribution of the Norwegian partner

The Norwegian partner NILU developed an Environmental Surveillance and Infor-
mation System (ENSIS), a data base application for riverine monitoring data storage and
environmental assessment purposes. Within the project PL0223, ENSIS was adapted to
the morphological conditions of the Vistula Lagoon, e.g. to enhanced number of
measurement levels (a single measurement level occurs in rivers), enumerated param-
eters and new measurement units. The adjustment comprised also the environmental
status classification system in a five-grade classification system according to the Minis-
terial Decreei (2008). To provide the classification of the ecological status of the Vistula
Lagoon, the results of measurements from the project as well as monitoring data supplied
by the regional �������	
-Mazurski Inspectorate for Environmental Protection

i  Decree of the Minister of Environment from 20 August 2008 concerning status classifi-
cation in unit surface water bodies Journal of bill No. 162, pos. 1008
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obtained within the WFD monitoring activities between 2007 and 2009. The classifi-
cation resulted in poor or bad status (Figure 4).
 

Figure 4  Ecological status classification in the Polish part of the Vistula Lagoon based on project
and monitoring data using ENSIS. 

2.4 Adaptation of MIKE hydrodynamic model to forecasting of hydrodynamic condi-
tions in the Polish coastal zone and in the Vistula Lagoon

Both projects, PL0103 and PL0223, had a clear prognostic aim in common. It was the
forecasting of hydrodynamic conditions and ecological status in the Polish coastal zone
and in the Vistula Lagoon for environmental management purposes and open public
information. 

MIKE 21 ELP III level model was adapted for the forecasting of sea level in the Polish
coastal zone, including the �������	�� Lagoon, and MIKE 3D FM model with
ecological module was used in the case of the Vistula Lagoon. 

The bathymetry and morphology data on the Polish coastal zone and the Szczecin
Lagoon were implemented into the model. MIKE 21 ELP III level model was calibrated
with data on 26 storm surges and 8 low water cases during the years 1997–2001. Next,
the forcing data – measured meteorological data – were substituted in the model by
predicted data and the modelled sea level values were compared with the real data. The
model validation in the Szczecin Lagoon was done with water level data from the period
18–22 January 2007 (sea level records every 3 hours). The model MIKE 21 ELP III
level was also tested for compatibility with the operational systems of the hydrological
service of the IMWM – the Hydrological System (HS) and the Marine Operational
Hydrology System (MOHS). 
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Figure 5  Results of daily sea level model simulations (in metres) at Dziwnów station in
November 2010 (black line: real data, green line: modelled data). 

In the case of Vistula Lagoon and the MIKE 3D FM model with ecological module
Ekolab, the calibration was conducted by a team of Polish and Russian experts. The pre-
calibration of the model was done with sea level data from the period 14–30 August
2009 with a time step of 30 s. The open border of the model was set at Pilawska Strait,
having a section of ca. 4000 m2. The calibration of the model took into account the
sources of fresh water discharge comprising 5 rivers in the Polish part of the Lagoon and
7 rivers in the Russian part. The set of forcing agents included wind friction, sea level
changes at the open border of the model and riverine discharges. An irregular model grid
of 200 up to 1300 m was used (Figure 6). Higher horizontal resolution was applied in the
vicinity of the Pilawska Strait. The vertical resolution comprised 10 layers of differing
thickness (σ). The surface layer was assigned the least thickness, contributing only 2%
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of the basin depth. The wind friction coefficient was assumed constant in the entire study
area and equal to 0.001255. The specific parameters applied in the model calibration are
listed in Table 2.

Table 2 Parameters applied in the calibration of MIKE 3D FM model of the Vistula Lagoon

Figure 6  Flexible mesh created with a resolution of 30–150 m. 
�
��������������

����
��
��������
�������	��

plane grid size [m]
bottom friction 

coefficient 
(constant) [m]

viscosity coeffi-
cient (constant) 

[m2 s-1]

dispersion 
coefficient 

[m2 s-1]

time step 
[s]

horizontal 200–1300
0.5

0.28 0.02 30

vertical 10 variable layers logarithmic 
formula

0.01 30
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The model was validated for surface temperature and salinity simulations using data
from the concurrent monitoring cruise in the Vistula Lagoon on 30 August 2009 (Figure
7). The validation of water level (Figure 8) and salinity (Figure 9) was carried out with
measurement data from the Tolkmicko station in the Vistula Lagoon obtained by the
State Hydrological and Meteorological Service of IMWM. 

Figure 7  Physical parameter distribution in the Vistula Lagoon obtained in MIKE 3D FM model
calibration, Left: temperature, Right: salinity.

Figure 8  Comparison of water level simulated by the MIKE 3D FM model with measurement
data from Tolkmicko station in the Vistula Lagoon (modelled data: green line, measurements:
orange line).

The comparison in both cases – water level and salinity – between the modelled data and
measurements was assumed positive taking into account the short period of the test and
little measurement frequency (1 per day).

Since April 2011, the model is predicting daily forecasts of water temperature and
������� ������������������
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selected regions, i.e. chlorophyll-a� 
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Figure 9  Comparison of salinity simulated by the MIKE 3D FM model with measurement data
from Tolkmicko station (salinity between 3.2 and 3.8) in the Vistula Lagoon (modelled data: red
line, measurements: blue line).

3. Distribution of information and data
The 24 h forecasts of selected hydrodynamic parameters and water quality indicators in
�"�������
�������	��#�	��� �������������

����������������

���������
���"��
����,

tional deliverables of both projects. Direct access to these products is available via a
dedicated web site www.baltyk.pogodynka.pl in the folder “Specialized forecasts” which
was constructed within the projects and incorporated into the general IT system of the
IMWM.

Figure 10  A multimedia kiosk and presentation of hydrodynamic and ecological parameters –
here: forecast for the Vistula Lagoon (lower panel).

http://www.baltyk.pogodynka.pl
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The operational deliverables can also be accessed via multimedia kiosks. The kiosks
with digital displays were situated in 4 locations along the Polish coast: in Ustka,
�� ����� -��� ���� .�/�0��� �"�� ������ � 
�� �� 	�
�	� ��� ��1����� +� ������ &��"� �
������

displayed in the lower panel. Besides the results of numerical models, the kiosks present
current weather data (upper panel) and sea level in chart form (middle panel).

4. Summary
The establishment of a formal framework for the exchange of data and information
between the neighbouring countries has to be considered a very important result of the
project PL0223. 

Similarly, the agreements on continued co-operation signed by the partners: IMWM-NRI
with FSI “Kaliningrad PCHEM” and IMWM-NRI with AB IO RAS. The platform for
the exchange of real time meteorological and hydrological data between the Polish and
Russian (Kaliningrad Oblast) respective services has been developed. The hydrodynamic
�
����� ������������ �
�� �"������� 
�� �����	� ������������ ���

�� "�1�� /���� ���� ���


operation. Operational oceanographic service was implemented along the entire Polish
coastal zone.
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Assessment and comparison of different 
Mediterranean Sea reanalysis dataset: 1985–2007

Abstract
One simulation and two re-analyses have been produced in order to study the Mediter-
ranean Sea circulation for the period 1985 to 2005. The two re-analyses differ only for
the assimilation scheme used: in the first a Reduced Order Optimal Interpolation (ROOI)
has been applied; the second makes use of a new three-dimensional variational scheme
(3dvar). The ocean general circulation model, common to all the numerical experiments,
is based on OPA 8.1 code. The observational data sets assimilated consist of vertical
temperature and salinity in-situ profiles from thermometers, CTD, XBT, MBT,
BOTTLE, ARGO floats; along track satellite sea level anomalies (SLA), daily mean
fields of satellite-derived Sea Surface Temperature are used for correcting the fluxes.
The results of both re-analyses are comparable and are qualitatively consistent with the
known circulation structures in the period of interest. The largest errors are at the
thermocline level and in regions with strong eddy activity. However, OceanVar (3dvar
assimilation scheme) produces 20% better results for the sea-level anomaly root mean
square error. 

Keywords:  Mediterranean Sea, re-analysis, assimilation

1. Introduction 
Historically, climatological studies have been carried out either by analysing past obser-
vations dealing with the sampling problem, or by modelling studies which use the known
physical laws of the geophysical fluid dynamic to simulate the behaviour of the system
with the problem that often the accumulation of uncertainties causes a model drift. In the
analyses, assimilations techniques are used to combine model and observation estimates
in an optimal way, in order to avoid the problems connected with the previously
mentioned methods. In this case the “optimal way” should be designed and applied in
such a way that the assimilation minimises the variance of the errors. Unfortunately,
analyses are usually inconsistent in time since assumptions are made during the analysed
period change (i.e. changes in the assimilation scheme or circulation model) and this
may lead to misinterpretation of the results. The solution to this problem is the re-
analysis which is like the analysis but done with a consistent model and data assimilation

M. Adani*1, G. Coppini1, S. Dobricic2, M. Drudi1, C. Fratianni1, A. Grandi1, V. 
Lyubartsev2, P. Oddo1, S. Simoncelli1, N. Pinardi3, and M. Tonani1

1Gruppo Nazionale di Oceanografia Operativa, INGV, Sezione di Bologna, Bologna, 
Italy

2Centro EuroMediterraneo per i Cambiamenti Climatici, Bologna, Italy
3Department of Environmental Sciences, University of Bologna, Ravenna, Italy
* Corresponding author, email: mario.adani@bo.ingv.it



Assessment and comparison of different Mediterranean Sea reanalysis dataset: 1985–200744
scheme for the investigated period, yielding to a temporally homogeneous gridded dataset
(Glickman, 2000; see amsglossary.allenpress.com/glossary).

The Mediterranean Sea is a mid-latitude semi-enclosed basin. It communicates with the
Atlantic Ocean through the Strait of Gibraltar and with the Marmara Sea through the
Dardanelles. Wind stress is mainly responsible for the presence of permanent gyres
(Pinardi and Masetti, 2000). The heat and water surface and lateral fluxes drive the
thermohaline circulation. The net income of heat and water from the Strait of Gibraltar
balances the losses at the air-sea interface over a long-term period. This paper compares
two re-analyses, made by changing only the assimilation scheme, and a model
simulation. Moreover we assess the capability of the re-analyses in reproducing the long-
term variability of the Mediterranean Sea. 

2. Experimental setup 
The OGCM used in this work is based on OPA 8.1 code (Madec et al., 1998), imple-
mented in the Mediterranean Sea. It has 1/16° horizontal resolution and 71 unevenly
spaced vertical levels (for a complete description refer to Tonani et al., 2008). The only
difference with respect to Tonani’s implementation is the surface water flux parameteri-
sation. In the present study a realistic surface water flux has been implemented: the
evaporation is computed by the model using bulk formulae, the precipitation is a clima-
tological monthly mean from NCEP re-analysis and the river input is a climatological
monthly mean from the Global Runoff Data Centre. More information concerning the
river implementation can be found in Adani et al. (2011). Three numerical experiments
have been carried out and compared: a simulation (hereafter SIM) and two re-analyses
using the same OGCM but different assimilation schemes: the OceanVar developed by
Dobricic and Pinardi (2008) based on the 3dvar scheme and the SOFA (De Mey and
Benkiran, 2002) based on Reduced Order Optimal Interpolation. The numerical experi-
ments associated are hereafter called OV-RE and SO-RE respectively. A complete
mathematical description of the assimilation schemes can be found in Adani et al.
(2011); note that the observational error matrix is identical for the two schemes and the
multivariate part of the model background error covariance matrix, consisting in vertical
Empirical Orthogonal Functions, is common to both schemes.

For the re-analysis a correction to the surface heat flux is applied. The correction is
proportional to the difference between model and satellite-derived SST with a relaxation
time corresponding to 2.5 days. The model is forced with ERA-15 and ECMWF opera-
tional analysis, when available. 

The numerical experiments cover the entire period 1985–2007 except for SO-RE, which
has only been run for some years in order to save computational time and restarted from
the OV-RE solution.

The observational dataset includes: 

• Satellite SST objective interpolated map (OISST; Marullo et al., 2007)

• In-situ temperature and salinity profiles from MedAtlas (Maillard et al., 2005), the
Ship-of-Opportunity Programme (Manzella et al., 2007) and the MedArgo
programme (Poulain et al., 2007).

http://amsglossary.allenpress.com/glossary
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• Altimetry observations from all the available satellites: data and relative corrections
are described by Pujol and Larnicol (2005).

3. Quality of the re-analyses
The quality of the re-analysis is evaluated based on observation–background misfits.
Except for the SST, observations are independent from model estimates. The upper
panels of Figure 1 show the Root Mean Square Error of temperature as a function of time
and depth for the three experiments, and the mean of the whole period of reanalysis is
shown in the right panel; the lower panels show the same for salinity. The temperature
error shows a seasonal behaviour: the highest error is located at the basis of the summer
thermocline probably due to not enough vertical resolution of the model for reproducing
the very shallow thermocline which characterises the Mediterranean Sea in summer. The
two re-analyses have a significantly lower error than the simulation (about 0.45°C).
Salinity shows the maximum error at the surface reaching a value of 0.6 psu for SIM and
0.4 psu for OV-RE and SO-RE. It is interesting to note the decrease of the error in the
21st century: this model behaviour is mainly due to a different sampling strategy of the
in-situ observations during the Ship-of-Opportunity/MedArgo Programme and the
MedAtlas dataset.

Figure 1  RMSE for temperature (upper panels expressed in ºC) and salinity (lower panels
expressed in psu) for the three numerical experiments as function of time and depth. The right
panel is the mean of the whole period: OV-RE is the red curve, SO-RE is black and SIM is blue.
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The upper panel of Figure 2 shows the Sea Level Anomaly (SLA) RME. The OV-RE
solution is the best one giving an average error of about 4 cm, about 20% better than SO-
RE. SIM, as expected, has the highest error between 6 and 7 cm. In the lower panel the
SST RMSE is presented. OV-RE and SO-RE have the same skill in reproducing the SST,
due to the flux correction applied, about 0.5°C of RMSE (same value associated to the
SST observation, Marullo et al., 2007) and they are better then the SIM. The error has
seasonality with highest error during summer.

Figure 2  Upper panel RMSE of SLA (m). Lower panel RMSE of SST (°C).

It is important to mention that the surface heat flux correction tends constantly to
increase the heat content of the model, reaching 0.4°C in 2000, and then stabilising. The
assimilation tends to decrease the heat content until 2005 and then stabilises reaching
0.8°C. The two corrections act together to redistribute the heat content along the water
column. 

4. Decadal variability
The decadal variability from OV-RE has been described in Pinardi et al. (2011). Here we
will show only a few pictures of the mean circulation of the basin (Figure 3). Many of
the structures already described in literature can be found in the re-analysis estimate.
Starting from Gibraltar the two anti-cyclone structures (A) are found and the Algerian
current (B) is visible. A large cyclonic structure characterises the Gulf of Lion (C) and
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three cyclonic gyres are visible in the Tyrrhenian Sea (D). In the Sicily Strait the current
splits into three parts (E), one circulating cyclonically in the Tyrrhenian Sea, one passing
near the Sicily coast creating the Atlantic-Ionian Stream and one circulating along the
African coast creating the African Modified Atlantic Water current (Robinson et al.,
1999). In the Adriatic Sea the Western Adriatic Costal current and the South Adriatic
Cyclonic Gyre (F) are well visible. In the Gulf of Sirte the anti-cyclonic gyre (G) is
visible. H is the Pelops Gyre and I is the bifurcation of the current into the Mid-Mediter-
ranean Jet and Southern Levantine current. In the Levantine basin the Mersa-Matruth (L)
and the Shikmona (M) Gyre systems are found.

Along the Turkish coast there is the Asian Minor current and the Rhodes Gyre (N). O
and P are the Ierapetra Gyre and Western Cretan Gyre respectively.

Figure 3  Mean Surface Circulation. Colours indicate the intensity of the current in ms-1

5. Conclusion
Two re-analyses and a simulation have been carried out for the Mediterranean Sea from
1985 to 2007. In the re-analysis experiments all the available in-situ and satellite obser-
vations for the past 23 years have been used with two assimilation schemes, a Reduced
Order Optimal Interpolation scheme, so-called SOFA, and a three-dimensional varia-
tional scheme, so-called OceanVar. OV-RE gives better results for abundant data such as
SLA, improving by about 20% the RMSE with respect to SO-RE, but giving the same
RMSE of SO-RE for sparse data sets, such as temperature and salinity profiles. Re-
analysis estimates are consistent with the observations and the past knowledge of the
Mediterranean Sea circulation. 
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The Fram Strait integrated ocean observing and 
modelling system

Abstract
An innovative integrated observing and model system is under development to
contribute to sustainable environmental monitoring in the Arctic, and in particular to
improve the estimates of heat, mass and freshwater transfer through the Fram Strait. The
ice-ocean model, multipurpose acoustic system, and the oceanographic components are
described, including examples of data and comparison of data and model. 

Keywords:  Fram Strait, ice-ocean models, acoustic measurements, oceanographic
moorings, gliders

1. Introduction 
The deep and wide Fram Strait, between Greenland and Spitsbergen, is the main passage
through which the mass and heat exchanges between the Nordic Seas and the Arctic
Ocean take place. On the eastern side of the Strait, the northward West Spitsbergen
Current (WSC) brings Atlantic water to the Arctic Ocean, whereas on the western side
the southward East Greenland Current (EGC) carries cold and fresh water from the
Arctic back to the North Atlantic. To understand the climate changes in the Arctic
Ocean, it is important to quantify the heat, freshwater, and mass transports through the
Strait. Therefore, the Fram Strait is one of the key sites identified by the Arctic Regional
Ocean Observing System (Arctic ROOS; Sandven, 2005) and the integrated Arctic
Ocean Observing System, iAOOS (Dickson et al., 2008).
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An oceanographic moored array has been operating since 1997 to monitor the ocean
water column properties and oceanic advective fluxes through Fram Strait. An extremely
complex circulation pattern has been observed, with pronounced recirculation and
mesoscale activity. The spatial resolution of the mooring array varies from 10 to 30 km.
It is not sufficient for resolving the mesoscale variability and recirculation, resulting in
large errors in estimates of the oceanic fluxes. An improved observing system is
required, with high temporal and spatial resolutions capable of quantifying the impact of
mesoscale currents and determining the influence of the recirculation on net oceanic
transports through the Strait.

Our goal is to develop an innovative integrated observing and model system for long-
term environmental monitoring in Fram Strait, combining data from satellites, acoustic
systems, moorings, and gliders with high-resolution ice-ocean circulation models
through data assimilation (Sagen et al., 2010, 2011). In this paper the major components
of this system will be presented.

2. Ice-Ocean modelling and data assimilation system
The TOPAZ model and data assimilation system developed at NERSC is the engine of
the Arctic reanalysis and daily forecasting services within the MyOcean project (Hackett
et al., 2012). The TOPAZ system provides lateral boundary conditions to regional high-
resolution models covering regions of climatic and economic interest, such as the Fram
Strait and the Barents Sea. (See http://topaz.nersc.no for results).

The nested Fram Strait Nansen-HYCOM ice-ocean model has 28 hybrid vertical layers
and a horizontal resolution of 3.5 km. It simulates an intense mesoscale eddy activity
(Figure 1, left), still without being fully eddy-resolving. The ice model includes a colli-
sional rheology in the Marginal Ice Zone (MIZ). The ECMWF fields are used at 6-hour
frequency. Figure 1 shows that the model respects well the overall heat fluxes across
Fram Strait but underestimates the transport of a few temperature classes, in particular
the coldest waters. The splitting of northward and southward flows at 2º C is also sharper
in the observations than in the model. 

3. The Fram Strait acoustic network
Ocean acoustic thermometry/tomography uses measurements of acoustic travel times
between sources and receivers with an accuracy of a few milliseconds to provide range-
averaged temperature and current information along the acoustic tracks at arbitrarily
high temporal resolution. To illustrate the efficiency and coverage, the current Fram
Strait acoustic system samples six sections (corresponding to a total length of 1215 km)
covering an area of 25921 km2 with water depths ranging from 1450 m down to 4000 m
in 15 minutes eight times per day. In comparison, a glider needs approximately 14 days
to cover a 300 km section, at a horizontal resolution of 7–9 km and a maximum dive
depth of 1000 m. 

3.1 DAMOCLES: Single-track acoustic experiment 2008-2009

A pilot acoustic thermometry experiment was carried out in the WSC during 2008–2009
(e.g. Sagen et al., 2011) as part of the EU DAMOCLES integrated project (2005–2010).
The experiment used state-of-the-art sweeper source and receiver technology. The
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acoustic source swept from 190 Hz to 290 Hz in 60 s every 3 hours for a year. The
signals were recorded 130 km away on a 700-m vertical array with eight hydrophones
spaced 96 m apart. Acoustic travel times, corrected for mooring motion and clock drift,
have been inverted to obtain range and depth-averaged temperature estimates (Skarsoulis
et al., 2010). 

Figure 1  Left: Model sea surface temperature in the Fram Strait on 1 August 2008. The black line
is at 79°N, which is close to the oceanographic mooring array. Right: Net volume transport
through the Fram Strait section, split into temperature classes, as obtained from the moored obser-
vations (blue) (mean Jan 2007 – June 2008) and from the Fram Strait model sub-sampled to the
grid points of the moored instruments (red) (mean Jan 2007 – Dec 2009). 

Figure 2  Modelled and acoustically-derived temperatures at 150–500 m depth in the core of the
North Atlantic Water (top) and in the upper 2000 m (bottom) along the 130 km acoustic track,
compared to GDEM climatology. 
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In Figure 2, temperatures derived from travel times are compared to the model and
climatology, the latter being inaccurate in this area of high inter-annual variability. The
model temperatures are warmer than those from the acoustic inversion and climatology.
The acoustic inversions show that the temperature minimum did not take place in
February 2009, as in the climatology, but rather in late April. The Fram Strait model
predicts a minimum at the beginning of June. Furthermore, the subsequent warming of
the intermediate waters occurs faster in the acoustic observations than in the model. 

Acoustically-derived temperatures for the intermediate layers show stronger variability
than the model. Whether the variations are controlled locally or remotely by the
advection of North Atlantic Water can be further examined with the analysis of surface
and boundary conditions. 

A free-running model is used here for evaluation, and the 3-D temperatures should be
better constrained in data assimilative mode. The continuous flow of acoustic data
should be assimilated to correct the local solution and possibly also remote water
properties. The Ensemble Kalman Filter makes it possible to assimilate non-linear obser-
vations such as travel times. The question remains how beneficial the acoustic measure-
ments will be in assimilation mode.

3.2 ACOBAR: Triangle acoustic experiment 2010-2012

The first multipurpose acoustic network in the Fram Strait MIZ for tomography, ambient
noise, and glider navigation was deployed in 2010 (Sagen et al., 2011). The triangle
experiment 2010–2012 is designed to provide two-way travel times along each of the
sides of the triangle, and one-way travel times along sections between each of the corners
of the triangle and the long vertical receiver array in the middle of the triangle (Figure 3).
Each of the three sources produces a 60 s linear frequency-modulated (LFM) signal
sweeping from 200 Hz to 300 Hz every 3 hours every other day for two years. Moreover,
the three sources produce 80 s RAFOS signals at about 260 Hz every six hours during
selected time windows for glider navigation. In 2011, the system was partially recovered
and provided one-year long time series of acoustic and engineering data along section
AD (Figure 3).

Large oceanographic variability is observed for this 181 km long section crossing the
WSC in the NW–SE direction. These data will be used for assimilation/inversion
exercises and compared to the data from the 2008–2009 experiment. Acoustic data from
six tracks will be available for analysis and inversion following recovery of the acoustic
array during September–October 2012. Improved assimilation/model-oriented inversion
approaches are under development in the ACOBAR project.
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Figure 3  Left: The location of the ACOBAR acoustic network superimposed on two SAR images
from ENVISAT (23-24 September 2011), showing the source mooring locations (green) and the
oceanographic mooring array (lilac) relative to the ice edge. One transceiver mooring was
deployed in each corner of the triangle (A, B, C) and a receiver mooring was deployed in the
middle (D). Right: One year of receptions (4 August 2010 – 1 August 2011) at mooring D of the
LFM signal transmitted by the source at mooring A. Receptions are not corrected for mooring
motion and clock drift.

3.3 Ambient noise observations

The natural part of the ambient noise in the MIZ is generated by processes such as
breaking waves; rain/snow/hail falling on the sea surface; ice floe collisions;
compression of slush ice between ice floes; cracking and break up of sea ice caused by
ocean waves propagating into the ice covered regions; and convergence zones caused by
ocean circulation and wind (e.g. Johannessen et al., 2003). Human activities such as
seismic investigations, oil exploration, fishing activity and shipping contribute signifi-
cantly from time to time in this region. Figure 4 shows seismic air gun activity in the
Fram Strait. The impact of human activities on the noise levels in the Arctic is expected
to increase, and it is important to establish benchmark information on the ambient noise
in this region. In 2012, ambient noise measurements from five vertical arrays (a total of
20 receivers) over 2 years will be downloaded and analysed at NERSC.
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Figure 4  Acoustic data from the deepest receiver at mooring D shown as a spectrogram (left). The
strong low frequency signal coming in every 20 s is from a ship borne air gun used for seismic
exploration.

4. The oceanographic component of the Fram Strait ocean 
observing system

4.1 The oceanographic mooring array with operational capability

The array of deep oceanographic moorings (14 moorings before 2002 and 16 afterwards)
has been jointly operated by the Alfred Wegener Institute and Norwegian Polar Institute
since 1997. It covers the 300 km wide section from the shelf west of Svalbard across the
deep part of the Strait to the eastern Greenland shelf. Each mooring carries several
instruments from which data are available only after the annual exchange of moorings
(Schauer et al., 2004; Beszczynska-Möller et al., 2012). To achieve near-real time
(NRT) data transfer from the moored array, the ACOBAR project focused on two objec-
tives: to test long-range acoustic data transfer between the moorings and to develop
communication to shore using a moored surface unit capable of satellite data trans-
mission (Figure 5).

To achieve the first goal, in 2009 three low-frequency long-range acoustic modems,
interfaced with current meters, were deployed for a one-year long field test in the eastern
Fram Strait. Recorded data were transferred in a relay mode (sequential data transfer
from the farthest mooring towards the central communication unit). Since acoustic data
transmission over the typical range between moorings of O (30 km) proved to be
unreliable, the distance between long-range modems was reduced by adding a relay-link
mooring with an additional modem between the instrumented moorings. The results of
the first field test revealed significant problems related to the high level of ambient noise
and low signal-to-noise ratio, resulting in a large number of failed transmissions.
Building on this experience, for the next deployment of moorings with acoustic modems
in 2011 the output amplitude (and therefore the range of the modems) was increased, and
the transmission settings were adjusted to give more frequent transmissions with smaller
data packages.
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Figure 5  Left: The scheme for the oceanographic observing system in Fram Strait, including deep
moorings, the profiling communication mooring for NRT data transfer, and gliders; Right:
Acoustic long-range modems for underwater data transmission.

For NRT data transfer to shore, a communication mooring was designed, consisting of
an acoustic modem receiving data from other moorings, a central unit, and an underwater
winch equipped with a profiling CTD at the top, capable of Iridium data transfer. During
summer 2010 and 2011 the underwater winch with a CTD profiler was deployed for the
first short-term field tests, without being acoustically linked to the moorings. These field
tests of the winch-profiler system revealed that under the strong currents in the eastern
Fram Strait, most of the time drag on the profiler body prevented it from surfacing. In
addition, drifting sea ice poses a risk for the profiler when at the surface. An improved
system is currently under development and will be further tested in 2012.

4.2 Gliders with under ice capability

To complement oceanographic measurements at the moored array with spatially high-
resolution CTD sections, autonomous, buoyancy-driven gliders have been deployed
since 2008. The Fram Strait integrated observatory employs Seagliders (Eriksen et al.,
2001) equipped with temperature, conductivity, pressure, fluorescence, optical
backscatter and dissolved oxygen sensors. Gliders profile the upper 1000 m with a
horizontal resolution of approximately 7–9 km during deep dives. During each
surfacing, data are transmitted to shore. Since 2008, six glider missions with a total
duration of 416 days have been performed during summer and autumn in the eastern and
central Fram Strait, and about 2000 vertical profiles have been measured.

For acoustic positioning and navigation of gliders profiling under the sea ice, an array of
three to five RAFOS 260-Hz sound sources have been deployed since 2010 in the
northern and western Fram Strait. The tomographic sources also provide RAFOS signals
between tomographic transmissions. In collaboration with the Applied Physics
Laboratory, University of Washington (APL-UW), Seagliders were equipped with
RAFOS receivers and dedicated software for acoustic navigation (Lee et al., 2008). This
system was developed at APL-UW for under-ice glider missions in the Davis Strait and
adopted for glider operations in the Fram Strait.

When RAFOS transmissions were available, the gliders calculated navigational solutions
for testing purposes, remaining mostly in open water. The maximum range of RAFOS
signals received by the Seagliders in Fram Strait varied between 50 and 300 km,
depending on the type of sound source (two RAFOS systems were used, as well as
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tomographic sources), sea ice extent between source and glider, and the type of RAFOS
receiver carried by the glider. During the glider mission in 2011, 72% of acoustically
obtained positions had an error of less than 10 km, while nearly half of the positions
were accurate to 5 km. Based on field tests in 2010 and 2011, it can be concluded that for
Seagliders equipped with the new RAFOS-2 receivers, sufficient coverage of the western
Fram Strait glider section can be achieved with a network of 4-5 RAFOS sources,
assuming that transmission ranges comparable to the upper bound of the observed ranges
can be achieved.

4.3 Profiling mooring in the West Spitsbergen Current 

Since 2008 a profiling mooring has been deployed by the Institute of Oceanology PAS
under the DAMOCLES and AWAKE projects to obtain vertical profiles of temperature,
salinity, and currents in the core of the West Spitsbergen Current. The mooring, located
over the upper shelf slope west of Svalbard, is equipped with a McLane Moored Profiler
(MMP). The profiler, carrying a CTD sensor and current meter, travels up and down
along a vertical mooring cable twice a day, covering the layer between 130 and 730 m
depth. The high resolution, year-round vertical profiles measure seasonal variability of
the AW temperature and water column heat content. During the cooling period, the
mixing, homogenisation and temperature decrease observed in the upper 500 m implied
ocean to atmosphere heat fluxes reaching up to 500 Wm-2. Short-term variability was
mostly related to lateral shifts of the WSC core and mesoscale variability. In September
2010 the mooring position was moved closer to the tomographic mooring to provide
better comparisons between acoustic and MMP observations, and in September 2011 the
mooring was recovered and redeployed at the same position.

5. Conclusions and future perspectives
The first steps have been taken towards implementing components of an integrated data
and model system in Fram Strait. A high-resolution ice–ocean model has been estab-
lished and compared to acoustic and moored array data. An acoustic system was
deployed both for ocean acoustic tomography and for positioning and navigation of
gliders and floats. Gliders made their first flight under the ice in Fram Strait using
acoustic navigation in 2011. Currently, gliders and floats use RAFOS signals provided
by the acoustic network to navigate with an accuracy of 5–10 km. To improve naviga-
tional accuracy, we recommend using the broadband tomographic signals instead of
standard narrowband RAFOS signals for positioning gliders and floats (Sagen et al.,
2010, 2011). The joint use of tomographic sound sources for ocean measurements and
navigation would decrease the overall logistical efforts. This integrated concept can be
further developed and used in the Arctic interior, as well as other areas.

A multipurpose acoustic system in the Arctic would be a unique and cost efficient
component of an Arctic Ocean Observing System (e.g., Sagen et al., 2010, 2011) and a
means to validate and constrain climate models. Acoustic sources and receivers can be
integrated into cabled networks for long-term operation. To proceed to an operational
acoustic network in the Arctic interior, coordinated actions have to be taken across disci-
plines and countries working with Arctic Ocean research. 
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Hydrodynamic properties of the south Ionian Sea 
based on the POSEIDON Pylos observatory

Institute of Oceanography, Hellenic Centre for Marine Research

Abstract
The multi-platform POSEIDON-Pylos observatory in the south-east Ionian Sea has been
in operation since 2007, delivering near real time data for a variety of meteorological,
water column and near-seabed oceanographic parameters. It has been designed to
contribute to long term monitoring of air-sea interaction and thermohaline processes of
this key area of the Eastern Mediterranean where water masses of different origin meet
and transform at various temporal and spatial scales. An inductive mooring line, with
CTD instruments on in, provides salinity, temperature and pressure real-time data down
to a depth of 500–1000 m. An autonomous seabed platform, that delivers data using
underwater acoustic technology, was also deployed during 2008 to monitor deep sea
(1670 m) temperature, salinity and dissolved oxygen data as well as high frequency
pressure measurements for tsunami detection. Analysis of delayed mode data using the
combined information of these two datasets as well as CTD profiles obtained during the
maintenance visits reveals the dynamic picture of the south Ionian upper thermocline as
well as the variation of temperature and salinity in deeper layers. Apart from the synoptic
and seasonal scale signals that appear to be dominant in this area, important inter-annual
variability can also be observed, such as a strong signal of LIW at intermediate depths
during the spring of 2009.

Keywords: Operational oceanography, moored station, water masses, thermohaline
properties

1. Introduction 
The POSEIDON-II project (2005–2008) implemented major upgrades to the monitoring
and forecasting infrastructure of the POSEIDON system that delivers operational
services in the Eastern Mediterranean since 2000 (www.poseidon.hcmr.gr). These
upgrades included the development of two new multi-parametric observatories in the
southern Aegean (E1-M3A) and the south-east Ionian Seas (Pylos). The POSEIDON-
Pylos station that started to operate in February 2007 consists of a surface buoy that hosts
the meteorological and surface oceanographic sensors, and an inductive mooring line
capable of hosting CTD sensors down to 1000 m depth (although a shorter 500 m cable
has been used during the past 2 years due to damage to the original mooring line).
Furthermore, during 2008 a sea-bed observatory platform was integrated in the system
capable of recording sea level, temperature, salinity and dissolved oxygen from the sea
bottom (1670 m). With the sea-bed platform, the Pylos station became the first Mediter-
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ranean open-sea tsunami detection system that can contribute to an integrated warning
system for the basin.

Located approximately 15 km from the west coast of southern Peloponnese at the south-
east Ionian Sea, the observatory’s location is ideal for studies of the Easter Mediter-
ranean Sea thermohaline circulation and its variability attributed to regional or larger
scale forcing and climate change. Temperature and salinity time-series from several
depths exhibit a complex picture of this transitional area where water masses formed in
the Levantine, the Aegean and the Adriatic Seas meet and interact with the water masses
of the Western Mediterranean Sea that enter through the Sicily straits (Nittis et al., 1993;
Malanotte-Rizzoli et al., 1997). 

2. System description

2.1 Architecture and configuration

The Pylos station is a part of POSEIDON buoy network that consists of 10 oceano-
graphic mooring sites monitoring in the Aegean and Ionian Seas (Figure 1). 

Figure 1  The POSEIDON buoy network (yellow dots are Wavescan buoys and green dots are
Seawatch buoys). The Pylos station is indicated with a red circle.

It combines a multi-parametric surface buoy with an inductive mooring cable and a deep
seabed platform. The buoy used at the Pylos site is a Fugro-Oceanor Wavescan type
which is a platform suitable for deployment in deep offshore locations and can host a
large number of sensors and different telecommunication systems. The acoustic commu-
nication system between the seabed platform and the surface buoy enables real-time data
transmission from the sea bottom (Figure 2).
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Figure 2  Pylos observatory architecture and components.

Table 1 Configuration of the Pylos observatory during 2010–2011.

Parameter Depths measured (m) Sensor(s) used Accuracy

Air-Sea interface module (surface buoy)

Wind speed dir Surface Young 04106 1 ms-1 10°

Air pressure Surface Vaisala PTB 220A ±0.15 hPa

Air temperature Surface Omega ±0.1°C

Wave height, direction, 
period

Surface
Fugro OCEANOR 

Wavesense
0.1 m, 0.5°, 0.5 s

SST, SSS Surface (1 m) Seabird 37 SIP ±0.1°C, 0.05 mScm-1

Currents Surface (1 m)
Nortek, Aquadopp 

currentmeter
Sp: ±0.5 cms-1

Dir: ±2°

Water column module (mooring line)

Temperature
20, 50, 75, 100, 250, 

400, 500 m
Seabird 37-M CT 0.005°C

Salinity
20, 50, 75, 100, 250, 

400, 500 m
Seabird 37-M CT 0.0005 Sm-1

Pressure 250 m Seabird 37-IM CTD 0.1% FS

Bottom module (seabed platform)

Pressure Seabed (1680 m) Paroscientific 43K-101 0.1% FS

Temperature Seabed (1680 m) Seabird 16plus CTD 0.005°C

Salinity Seabed (1680 m) Seabird 16plus CTD 0.0005 Sm-1

Pressure Seabed (1680 m) Seabird 16plus CTD 0.1% FS

Dissolved Oxygen Seabed (1680 m) Aanderaa Optode <5% saturation
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The observatory integrates a variety of sensors for monitoring atmospheric and oceano-
graphic parameters as shown in Table 1. 

Data are transmitted every 3 hours through a dual GSM/GPRS and INMARSAT-C
satellite system. Additionally, most of the sensors used on this site are configured to
store the measured data in the internal memory so that if the acquisition system or the
cable connecting the sensor to the acquisition system fails, the data can be recovered
during the maintenance missions when the sensors are recovered. The transmitted data
are collected at the POSEIDON operational centre where automatic near real time
quality control processes are applied on a daily basis.

2.2 Seabed component

The SDSM (Seawatch Deep Sea Module) observatory lies in the seabed below the
surface buoy at approximately 1700 m depth. It is especially designed for tsunami
surveillance and is equipped with a high-resolution pressure sensor that measures the sea
level every 15 seconds. Internal processing applies the DART algorithm (Gonzalez et al.,
1998) to identify a tsunami event based on user defined thresholds. When such a
condition is detected the message is immediately communicated to the surface buoy
through a hydro acoustic link which in turn is relayed to the operational centre. In normal
operation mode the SDSM transmits the measured salinity, temperature, pressure,
dissolved oxygen and sea level every 3 hours. These data are also stored on the internal
memory of the platform along with the high frequency pressure time series that can be
uploaded when the platform is recovered. The SDSM is powered through an on board
battery pack and can remain operational for over 2 years. The platform is recovered by
activating a releaser. 

3. Temperature and Salinity observations

3.1 Data processing

Three years (2008–2010) of temperature and salinity data from 8 SBE-37 CTD instru-
ments are presented. The sensors were mounted on the mooring line at several depths (1,
20, 50, 75, 100, 250, 400 and 500 m). A delayed mode data re-processing was performed
including delayed mode data quality control and integration of the time series uploaded
from the instruments internal data logger. Thus no-data periods due to transmission or
system failures have been filled, although some gaps remained, related to rejected
dubious data. 

3.2 Upper layer T&S observations

Temperature time series of the first 100 m exhibit an intense variability especially in the
surface layers (1–50 m) which is accentuated during the summer period and is propa-
gated to deeper layers (50–100 m) during the late autumn and early winter period when
the seasonal thermocline is gradually destroyed (Figure 3). Although this pattern seems
to have a seasonal variability, during 2009 a well-mixed subsurface layer can be
observed which is destroyed with an abrupt heating of the 20 m layer at the start of
August. This is also observed in the salinity time series and becomes more intense during
2010 (Figure 3). 
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Figure 3  Temperature and salinity time series (2008–2010) for 1–100 m depths

An inter-annual positive trend can also be observed regarding the layers between 50–
100 m leading to temperature and salinity differences of almost 1°C and 0.1 PSU respec-
tively between summers of 2008 and 2010 (Figure 3 and Figure 5). 

3.3 Intermediate depths T&S observations

The stratification of the intermediate layers during 2008 is destroyed with an intense
variability and mixing during spring and summer of 2009. New water masses are intro-
duced with more homogenous characteristics and seem to dominate during 2010
between intermediate depths of 250–500 m. The positive trend of the surface layers is
also observed leading to more warm and saline waters during 2010 compared to 2008.
Gradually this mass seems to move upwards giving a strong signal at the 250 m layer
which presents 1°C and 0.2 PSU higher temperature and salinity values at the end of
2010 and forms a new stratification during the same year as it dissected from the under-
lying layers (Figure 4 and Figure 5). 
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Figure 4  Temperature and salinity time-series (2008–2010) for 250–500 m depths.

Figure 5  Salinity contour plot of the first 500 m for 3 years (2008–2010) of observations.
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Data from CTD casts during the station’s maintenance cruises with R/V Aegeo using a
Seabird 9 are also analysed. The salinity profiles presented (Figure 6) confirm this
increase during 2009 and 2010 covering a wide depth range from the subsurface down to
700 m depth. The low salinity subsurface layer signal, related to Atlantic Water (AW)
during the end of 2008 which is replaced with higher salinity values later on, is also
observed within the casts of November 2008, November 2009 and July 2010. 

Figure 6  Salinity profiles from 4 different CTD casts during the scheduled maintenance cruises at
Pylos station.

4. Conclusions
Operational fixed point observatories deliver valuable data. As well as for operational
purposes (assimilation, model validation), these data can also be used for studies of
ocean dynamics at different scales, especially when consistent long time series are
available. The first 3 years of operation of the POSEIDON-Pylos observatory of the
south-east Ionian sea have delivered water column temperature and salinity data that
were used for studies of the regional thermohaline circulation. The upper-layers’ temper-
ature time-series demonstrate an intense synoptic and seasonal variability, which is the
dominant signal in this area. A strong seasonal thermocline has been observed, which is
formed at much shallower depths during July and is destroyed between September and
October due to diminished insolation, water surface cooling and increased surface turbu-
lence which is propagated to deeper layers. Although the time-series are relatively short,
apart from the seasonal, inter-annual variability signals can also be observed, such as a
strong signal of LIW at intermediate depths which is introduced during the spring of
2009 and becomes dominant during 2010 covering the subsurface and intermediate



Hydrodynamic properties of the south Ionian Sea based on the POSEIDON Pylos obser-
vatory

66
depth area. This temperature and salinity maximum layer has probably been extended
into the Ionian Basin by a northward flow through the Antikithira Strait. High salinity
intermediate water branches that reach the northern Ionian basin are expected also to
affect both the formation processes and the properties of the waters to be produced in the
Adriatic (Theocharis et al., 2002). The salinity minimum of the subsurface water during
the second half of 2008 that is related to presence of AW weakens and disappears during
2009 and is replaced by more saline water as a result of the preceding intense mixing
with the underlying layers.
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Sea surface temperature variations at the automatic 
MARNET stations in the German Bight and western 

Baltic Sea
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Abstract
Temperature measurements have been carried out at the Borkumriff/Ems station since
1924, Deutsche Bucht station in the German Bight since 1948, Fehmarn Belt since 1924,
and Kiel Lighthouse since 1937. These long-term data series clearly indicate changes in
the yearly temperature distribution in the German Bight and in the western Baltic Sea,
especially during the past two decades. There is evidence that the change is not attrib-
utable mainly to an accumulation of extreme values (hot summers, warm winters), but to
a shift in the length of seasons, with summer seasons becoming longer at the expense of
spring and autumn, causing an increase in the annual heat balance.

Keywords: German Bight, Western Baltic Sea, temperature variations, time series

1. Introduction 
Since September 1872, meteorological and oceanographic measurements have been
made on board manned lightships in the German Bight, and since August 1900 also on
board manned lightships in the western Baltic Sea. However, there was only sporadic
processing of data in the first 50 years, and measurement data were rarely published.
Therefore, the first continuous data series begin as late as 1924. The continuation of
measurements was threatened when manned lightships were taken out of service. It was
decided, therefore, to replace the lightships in the German Bight and western Baltic Sea
with automated monitoring stations (Holzkamm, 1988). However, not all of the manned
lightships were replaced with automated monitoring stations. Automated monitoring
stations replaced only four lightships: two each in the North Sea and in the Baltic Sea
(Figure 1). While the Ems and Deutsche Bucht stations are located in the area of the
middle-latitude West Wind Drift, where a pronounced maritime climate prevails (BSH,
2009), the maritime nature of climate decreases toward the east. The weather regime in
the area of the Kiel and Fehmarn Belt stations has been classified as predominantly
maritime because continental weather influences are making themselves felt in this
region (Hupfer, 2010).
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Figure 1  Location of Marnet-Stations in the German Bight and the western Baltic Sea.

2. The data
In 1989, the manned lightship Borkumriff moored in the German Bight was replaced by
the unmanned lightship TW Ems which, however, was not located at the same position
as the manned lightship but about 22 nm farther to the north. Despite this considerable
distance between the stations, combination of the measurement data from both
monitoring stations into one series is justified because the horizontal temperature
gradient in this part of the German Bight is generally small.

The position in the German Bight where the unmanned lightship Deutsche Bucht has
been located since 1989 had been occupied by the manned lightship Deutsche Bucht
since 1969. As no lightships were moored at that position prior to that year, measurement
data from the two manned lightships P15 and P12, moored at a position more to the
southeast for different periods, were included in the data series from the lightship
Deutsche Bucht. The two positions are about 17 nm apart.

Compared to the German Bight, the western Baltic Sea is characterised by markedly
stronger horizontal temperature gradients. Therefore, a combination of time series data
from stations which are too far apart is not an option. As the position of the lighthouse
replacing the Kiel lightship is only about 1 nm southwest of the lightship position, the
measurement data from the two stations can be combined into a single measurement
series.

Also at the Fehmarn Belt station, the two measurement series from the manned Fehmarn
Belt lightship and from the automated monitoring station, respectively, can be combined
into one data series because measurements at this particular position have been made
continuously since 1900, which is an optimum situation. 

At the stations located on manned lightships in the German Bight, water temperatures
were measured once a day at 8:00 a.m. (UTC). They were additionally measured twice a
day, at the time of two consecutive slack tides, during spring, neap, and mean tides. The
measurements were made using a surface thermometer with an accuracy of 0.1°K.
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Monthly mean values including their standard deviation were computed on the basis of
all measurement data available.

At automated monitoring stations, water temperatures are measured hourly using an
electrical thermometer with an accuracy of 0.01°K. Both the daily mean value and the
monthly mean value including their standard deviations are determined. Mean values are
not computed if more than 15% of the hourly or daily values are missing.

On manned lightships in the western Baltic Sea, water temperatures were measured only
at 8:00 a.m. (UTC). Otherwise, the methods used both at manned and automated stations
are identical to those used at German Bight stations. 

While the data series collected on board manned lightships only have minor gaps, mostly
during the war and in the after-war years, data gaps have become considerably larger
since the introduction of automated measurements. This is due to the fact that manual
measurements could be made even during periods of bad weather, and the equipment
used was such that malfunctions were nearly impossible, whereas today’s sophisticated
technology used for automated measurements breaks down easily, and the conditions
required to carry out repairs, namely good weather and availability of a ship, are not
always readily met (Figure 2). 

Figure 2  Availability of data, missing months per year, Fehmarn Belt, Ems.
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3. Temperature variations at the Ems and German Bight stations
Because of gaps in the data series following the introduction of automated monitoring
stations in 1989, the establishment and evaluation of time series of annual mean values is
possible only to a limited extent. The Ems station can be given as an example of the
trend toward higher annual means over the past 20 years (Figure 3). As the minimum and
maximum values of sea surface temperatures are not affected by these limitations,
conclusions can be drawn regarding temperature changes over time. 

Figure 3  Yearly mean surface temperature values at Ems 1924–2010.

At the German Bight station, a clear trend toward rising temperatures in the period from
1948 to 1981 is not visible in the maximum temperatures, but minimum values rose
about 0.5°K during the same period. At the Ems station, neither minimum nor maximum
values show a significant trend in the period from 1954 to 1989. Minimum values are
nearly constant, and maximum values show a slight downward trend. 

However, the picture is quite different looking at the minimum and maximum sea
surface temperatures after 1990. At both stations, both the minimum and maximum
values have clearly risen. Maxima at the German Bight station increased by 0.56°K in
the period from 1992 to 2010, and at the Ems station by 0.62°K in the period from 1991
to 2010. Minimum values at the German Bight and Ems stations are 0.93°K and 0.58°K,
respectively (Figure 4). This development has also been described by Loewe et al. (2005,
2006) and Loewe, ed. (2009).
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Figure 4  Annual minimum/maximum surface temperatures at Ems (top) and Deutsche Bucht
(bottom).

Figure 5  Top: Temperature differences between monthly mean surface temperature values 2000–
2009 and 1924–2009 at Ems; Bottom: Yearly mean surface salinity values in February at Ems
1924–2009.
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When computing monthly mean values from the data of both time series, those from the
Ems station covering the period from 1924 to 2009, and those from the German Bight
station covering the period from 1949 to 2009, and subtracting them from the monthly
means of the years 2000 to 2009, it is found that all monthly mean values from this
period are above the 85-year means at both stations. At the Ems station, the largest
positive deviation is found in February, at 1.9°K. The minimum still is 0.45°K in
August. The monthly means of surface salinity in February show a marked increase in
the years after 2000. This allows the conclusion that there have been increased inflows of
warm, high-salinity water of Atlantic origin (CLIVAR, 2007; ICES, 2011), (Figure 5).

Figure 6  Temperature differences between monthly mean surface temperature values 2000–2009
and 1949–2009 at Deutsche Bucht.

Figure 7  Sea surface temperature at Heligoland Roads.

A comparison of temperatures at the German Bight station shows a similar trend,
although the time series at this station covers only 60 years. Here, too, a temperature
increase has clearly taken place, but over a wider temporal range than at the Ems station
because positive deviations of 1.17°K to 1. 26°K from the 60-year means are found in
the months of February, March, April and May, and in December. Here, too, the cause
has been increasing in-flows of warm high-salinity water (Wiltshire & Manley, 2004)
(Figure 6). The isopleth diagram of sea surface temperatures at the Heligoland Roads
station in the period from 1873 to 2010 also shows a trend toward rising summer and
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winter temperatures for the period after 1990 (Figure 7).

4. Temperature variations at the Kiel and Fehmarn Belt stations
Time series of the annual means cannot be prepared for these two stations because the
data gaps at these automated stations are too large. Besides, the Fehmarn Belt station was
out of operation in the time from 1997 to 2000 due to a technical revamp. Unfortunately,
the data gap at the Kiel station is considerably larger. After the lightship had been taken
out of service in 1967, it proved impossible until 1985 to generate measurement data
over a prolonged period of time. Only patchy data which is not suitable for evaluation is
available from this period (DHI, 1979). However, the few available annual averages lie
in the trend described in the analysis by Lehmann, Getzlaff & Harlaß (2011) of temper-
ature-satellite data from 1990 to 2008.

Figure 8  Annual minimum / maximum surface temperatures at Fehmarn Belt and Kiel.

At the Fehmarn Belt station, the measurements made on board the manned lightship
cover a period of 61 years without major gaps, whereas the data available from the Kiel
lightship only cover the years 1937 to 1967. An evaluation of minimum and maximum
temperature data from the manned lightships shows that maximum temperatures had a
slightly declining trend in the time from 1924 to 1984. No clear trend has been found in
the minimum temperatures because the computed rise of minimum temperatures is
within the range of accuracy of the individual values. 

The data collected after 1985 show an entirely different temporal behaviour of maximum
and minimum temperatures. Over the past 25 years, maximum sea surface temperatures
have risen at both stations, Fehmarn Belt by 1.48°K and Kiel by as much as 1.85°K. The
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value given for the Fehmarn Belt station is subject to some uncertainty due to three data
gaps in the time series covering this period, but the trend of temperature development at
this station corresponds to that at the Kiel station.

Minimum temperatures in both time series show a parallel development, but the temper-
ature decrease computed for the Fehmarn Belt station is subject to the reservation
referred to above. At the Kiel station, the minimum temperature has decreased by 0.42°
K over the past 24 years (Figure 8). When computing monthly means from the Fehmarn
Belt data covering the period from 1924 to 2009 and subtracting them from the monthly
means of the years 2000 to 2009, it is found that 11 monthly mean values from this
period are above the 85-year means.

Figure 9  Temperature differences between monthly mean surface temperature values 2001–2009
and 1924–2009 at Fehmarn Belt.

February is the only month in which the mean value from the period 2000–2009 is
below the 85-year mean. The strong positive deviation from the 85-year means is partic-
ularly obvious in the months of April and May, at 1.67°K and 1.76°K, respectively
(Figure 9). The majority of evaluations made by Deutscher Wetterdienst (DWD, Meteor-
ological Service of Germany) have shown positive air temperature anomalies for this
region, including some major anomalies, in the period from 2000 to 2009, which
probably caused the higher water temperatures. Compared to the 85-year mean values,
the transition from low winter temperatures to higher summer temperatures has been
taking place within a shorter period of time, extending the warmer period accordingly. 

5. Conclusions
The time series of water temperatures at all four automated measuring stations show that
annual mean sea surface temperatures in the German Bight and in the Western Baltic Sea
have risen over the past two decades. They indicate a rise of maximum temperatures at
all stations, whereas minimum temperatures have risen only in the German Bight, not in
the western Baltic Sea.

At the Ems and Deutsche Bucht stations, the data indicate an influence of warm, high-
salinity water of Atlantic origin in winter, at least until the turn of the century.
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At the Kiel and Fehmarn Belt stations, surface water temperatures in spring have
changed significantly during the last decade, showing an increase of temperatures in
April and May. Winter temperatures apparently do not rise, but the length of the cold
season has decreased.
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Sea ice satellite products available at IFREMER/
CERSAT

Abstract
Polar orbiting satellites enable daily and global coverage of the polar oceans, providing a
unique monitoring capability of sea ice dynamics over the Arctic and Antarctic. Opera-
tional products available from IFREMER/CERSAT include Arctic and Antarctic ice
concentration (and extent), and Arctic sea ice drift. IFREMER/CERSAT hosts a unique
database with almost 20 years of winter time series for sea ice data: concentration from
SSM/I data, sea ice drift from SSM/I, AMSR-E, QuikSCAT and ASCAT/MetOp data.
These time series are ongoing and will continue for long term monitoring using the SSM/
Is and MetOps operational sensors. These parameters are used as observations for
climate change and also for data assimilation in ocean models. 

Keywords: Sea ice, satellite observations, time series, drift.

1. Introduction 
This paper presents the sea ice concentration and sea ice drift datasets from satellite,
available at IFREMER via the Centre d’Exploitation et de Recherche SATellitaire
(CERSAT). IFREMER/CERSAT datasets are unique: the data are systematically
produced daily (only during the winter for the drift), at polar scale, since 1992. Sea ice
concentration data and sea ice drift data are presented.

2. Arctic and Antarctic sea ice concentrations maps 
Since the 1970s, passive microwave radiometers such as the Special Sensor Microwave
Imager(s) (SSM/I) have been commonly used to estimate sea ice concentration from the
daily brightness temperature data. The final resolution is a 25 × 25 km pixel for the
lower frequencies and a 12.5 × 12.5 km resolution for the 85.5 GHz channels. We focus
here on the 12.5 km resolution sea ice concentration dataset produced at IFREMER/
CERSAT which started in 1992.

Among various algorithms, sea ice concentration is usually estimated either from the
NASA team or Bootstrap algorithms. Both algorithms use the low frequency channels of
the SSM/I, yielding the 25 × 25 km resolution of the sea ice concentration maps as
distributed by the National Snow and Ice Data Center, Boulder, Colorado. The need for
higher resolution sea ice concentration data to monitor the marginal ice zones, polynia
and lead openings has required the development of new algorithms relying on the 85.5
GHz channel brightness temperature data. Among these algorithms, the Artist Sea Ice
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(ASI) algorithm developed at the University of Bremen (Germany) provides reliable
results (Kaleshke et al., 2001).

In order to produce the IFREMER/CERSAT sea ice concentration maps and dataset at a
resolution of 12.5 × 12.5 km, the ASI algorithm is applied to the whole high frequency
brightness temperatures dataset (1992 – present) of the SSM/I. In order to discard
artefacts at low latitudes, a monthly climatological sea ice mask is applied. A “neutral
area”, defined as a three pixel-wide band along the coastline, is flagged because the
concentration estimates there are quantitatively not reliable. This is due to the land
contamination effect within the footprint of the sensor. Finally, a correction has been
applied to dismiss some of the remaining unrealistic concentration values in this area,
mainly in the estuaries. Arctic and Antarctic sea ice concentration data and maps at 12.5
km resolution are available daily (see examples in Figure 1). Monthly data and a 15-year
long climatology (1992–2006) are also available (Ezraty et al., 2007a). These maps are
produced systematically because they are used as a background for the sea ice drift
estimations presented hereafter. Sea ice concentration data, maps and documentation are
available at CERSAT.

Figure 1  Daily sea ice concentration maps in mid-September 2007. Left: The Arctic at its
minimum record area to date; Right: The Antarctic from SSM/I radiometer data. Grid spacing is
12.5 km. Concentration is in percentage.

3. Arctic sea ice drift fields
At IFREMER, sea ice drift are inferred from passive (radiometers) and active microwave
sensors (scatterometers) at low resolution, a Merged drift product resulting from the
combination of these individual drift maps is presented (Figure 2). A medium resolution
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product is also estimated from data of the Advanced Microwave Scanning Radiometer
Earth observing system (AMSR-E).

3.1 Low resolution product

Since the 1990s, sea ice drift can be estimated from satellite data, daily and with global
coverage of the polar ocean. The ice motion is estimated at the scale of large ice floes,
whereas a buoy measures the drift of a single ice floe. Here, we focus on large scale (or
polar scale) sea ice drift, inferred from passive (radiometers) and active microwave
sensors (scatterometers). High frequency data are very sensitive to atmospheric effects
(moisture and liquid water). This implies sea ice drift estimations at periods of low water
vapour during winter.

Passive microwave radiometers data like SSM/I brightness temperature data are used to
estimate sea ice drift (Emery et al., 1997). A scatterometer can also be used for sea ice
drift estimation (Ezraty et al, 2007b), the benefit of the all-weather, day–night
microwave radar measurements has been well established. During the 1999–2009
period, daily averaged backscatter maps at a resolution of 12.5 km have been built from
the Ku-band SeaWinds/QuikSCAT scatterometer data. Since 2007, the ASCAT scatter-
ometer onboard MetOp provides C-band backscatter data, processed to give daily
averaged backscatter maps (same pixel size resolution). Drift fields are inferred at 3 and
6 day-lags from the SSM/I H & V channels and from QuikSCAT and ASCAT data with
the same drift grid resolution (62.5 km). Details about tracking methods to infer sea ice
drift fields can be found among others in Ezraty et al. (2007a,b), Emery et al. (1997),
Kwok et al. (1998). 

Figure 2  Density of valid data for a winter (2009–2010) for individual products, merged drift
product and the filled one.
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The combination of these independent drift fields (radiometer and scatterometer fields at
the same resolution) provides better confidence in the final resulting field than for the
individual ones (Girard-Ardhuin and Ezraty, 2012). First, the data gap at the North Pole
is reduced to the smallest one. Second, the sea ice merged drift field enables discrimi-
nation of remaining vectors outliers of the individual products. Third, the number of
valid drift vectors is higher than the single sensors valid drift vectors: the merging
increases the data density up to 90% for December – April and more than 80% in autumn
and spring (see Figure 2). We have developed a space and time interpolation to infer drift
in some data gaps patches. This is very useful, in particular for autumn estimation. The
interpolation enables the time window to be increased in September and May when the
drift data density reaches only 20 to 70% for single sensor drift (80 to 90% for the filled
product). A monthly drift product is also available. These datasets are produced daily at
IFREMER/CERSAT since 1992 each autumn–winter–spring season from September
until May.

3.2 Medium resolution product

Figure 3  Merged AMSR-E H & V sea ice drift at 6 day-lag (24–30 April, 2007). Drift vectors less
than one pixel are marked with a cross. Red: identical drift for H and V polarisations. Blue:
selection of one channel.

Since 2002 and until October 4th 2011, the AMSR-E sensor has provided brightness
temperature maps at 89 GHz H and V channels. From these maps, a merged drift of the
two channels is inferred with a 31.25 km grid spacing which we call “medium
resolution” (Ezraty et al., 2007c). The enhanced resolution also translates in greatly
reducing the quantification noise, and even enables computation of a 2-day lag dataset.
The AMSR-E drift product has a better angular resolution than the low resolution
product, but also more patches of data gaps and no data around the North Pole. Figure 3
shows the AMSR-E merged drift field at 6-day lag. The merged medium resolution
AMSR-E drifts are in slightly better agreement with buoys than the merged low
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resolution scatterometer/radiometer drifts but the AMSR-E product has a lower density
drift, in particular at fall and spring. The scatterometer/SSMI merged product has a data
density higher than 80% for the period December – mid-April and higher than 60% for
early autumn and early spring, whereas AMSR-E provides 50 to 80% data density from
December to April, and decreases for early autumn down to 15 to 60%. 

4. Conclusion
Passive microwave measurements provide sea ice concentration datasets for both poles.
The 12.5 km resolution IFREMER/CERSAT sea ice concentration dataset is available all
year round since 1992. Sea ice drifts inferred only from radiometers have a reasonable
accuracy but are limited by data gaps and low data density at the beginning and the end
of the cold period. The main limitation is the angular resolution for small drifts: for slow
motion areas, the ice vectors have a larger uncertainty. Recently, the AMSR-E
radiometer has provided a better vector accuracy because of its enhanced ground
resolution. Thus the time lag can be reduced to two days. The merging of three
independent fields of drift data (two SSM/I and one QuikSCAT or ASCAT) at the same
resolution improves the data density and the usable time period over winter. It also
enables the discrimination of the vector outliers remaining in the individual products.
IFREMER/CERSAT hosts a unique database of almost 20 years of winter time series of
sea ice drifts. These datasets are available for oceanic and climate modelling. The time
series will continue for Arctic long term monitoring using the new MetOp/ASCAT
operational scatterometers, planned to be operated for the next 20 years. 
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Abstract
Sea ice is a component of the ocean circulation that is unique in the sense that it forms a
near-binary field where the fraction of the cover is either 0 or (very close to) 1 nearly
everywhere. However, the transition between the open ocean and the (near-)continuous
ice cover – the marginal ice zone – is of significant interest, due to, for example,
intensive biological activity.

Here, we compare model predictions and observations that are available for the Arctic
region from the MyOcean project. For validation we use observations in the forms of sea
ice charts of the European sector that are based mainly on expert interpretation of
satellite radar data. The observations are thus independent of the radiometer data that are
assimilated by the ocean-sea ice model.

We identify and describe validation metrics that are tailored for near-binary fields.
Commonly used metrics, such as RMS differences between model results and observa-
tions in the full domain, provide the user with information that is difficult to interpret in
the present context. Specific validation metrics are proposed here, including
displacement of the sea ice edge, and the size and overlap of the each sea ice category,
including contingency tables.

Keywords:  validation, sea ice, ocean modelling, radar data

1. Introduction 
Sea ice is a part of Earth’s climate system that develops over time scales which presently
range from hours and days due to weather conditions, to several years due to the build-up
of a multi-year ice cover. In turn sea ice variability affects the atmosphere by modifying
the ocean/atmosphere exchanges of heat, moisture and momentum, and by changing the
albedo during summer. Hence, sea ice information is valuable for forecasting conditions
in the Arctic region on all of the listed time scales. Further, due to teleconnections in the
atmosphere and the ocean, this information is potentially useful for seasonal forecasting
(Benestad et al., 2010; Melsom, 2009) and studies of Earth’s climate (e.g. Deser et al.,
2000).

Sea ice conditions are of interest to a diverse group of users, including commercial
fishing, tourism, off-shore industry and science. The recent decline in sea ice in the
Arctic Ocean during summer has also given rise to a renewed interest in using routes in
the Arctic Ocean for shipping, particularly between Eastern Asia on one side, and
Europe and the east coast of North America on the other. Such a development will intrin-

Arne Melsom* and Bruce Hackett
* Corresponding author, email: arne.melsom@met.no



Validation of sea ice results from a real-time forecast system86
sically require capabilities related to emergencies, e.g. oil spills in the region of the
marginal ice zone (MIZ), and threats from drifting icebergs.

Here, we present the validation system that has been developed for operational use in
MyOcean’s Arctic Monitoring and Forecasting Centre (ARC-MFC). MyOcean is the
Marine Core Service implementation project of the Global Monitoring for Environment
and Security in the 7th Framework Programme (FP7) of the European Union. 

The present work is an extension and update of the work reported by Melsom (2010). We
begin with a presentation of the sources of information that are available. Then we
discuss how to best process this information in the context of validation, and define
several metrics for sea ice validation. Next, validation results from the ARC-MFC are
given, and we conclude with a summary of our results and recommendations.

2. Sea ice–ocean circulation model 
TOPAZ is a coupled sea ice–ocean data assimilation model system that has been
developed for use in the North Atlantic Ocean, the Nordic Seas, the Arctic Ocean, and
adjacent shelf seas. It is the main production system of the ARC-MFC. TOPAZ assimi-
lates observations by means of the ensemble Kalman filter (Evensen, 2003).

TOPAZ’ ocean circulation model is the HYbrid Coordinate Ocean Model (HYCOM;
Bleck, 2002), which is set up on a horizontal grid of 880×800 nodes, with a non-constant
mesh size of 12–16 km. This resolution is eddy-permitting in low latitudes and mid-
latitudes, but it does not resolve the mesoscale in the Arctic region. In the vertical
direction, the ocean is represented by 28 hybrid layers.

In the TOPAZ system, HYCOM is coupled to a sea ice model which combines elastic-
viscous-plastic rheology (Hunke and Dukowicz, 1997) with the thermodynamics from
Drange and Simonsen (1996). The model computes advection and local changes in ice
concentration, ice thickness and snow depth.

Figure 1  Sample gridded values for sea ice concentration from the sea ice–ocean circulation
model. Only results for a limited region near Svalbard are displayed.
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TOPAZ is presently run operationally in a weekly cycle in the ARC-MFC. The model is
initialised by an assimilation step one week prior to production time. In the assimilation
step, data from various observational platforms are used to adjust the initial state of the
model, including radiometer data which is affected by sea ice. It is subsequently run for a
17 day period, forced by meteorological analysis fields for the first 7 days, and by
forecast fields for the next 10 days. A sample field of sea ice concentration is shown in
Figure 1.

3. Validation observations
The observational product for sea ice that is used in this study is available from the
MyOcean Sea Ice and Wind Thematic Assembly Centre (Breivik and Dinessen, 2011).
The product, which covers the waters from east of Greenland to Novaya Zemlya, and the
western Kara Sea, is updated daily on working days. Results for sea ice concentration are
provided as gridded fields of sea ice categories, as defined by the World Meteorological
Organization. The horizontal resolution of these fields is 1 km×1 km. Such a high
resolution is made possible by extensive use of Synthetic Aperture Radar (SAR) data
from Radarsat and Envisat. In order to fill gaps between satellite passes, SAR data are
supplemented by visual and infrared data from MODIS and AVHRR.

Figure 2  Sample gridded values for sea ice concentration from the observational product (detail).
This is approximately the same region as in Figure 1.

In this product sea ice concentration observations are interpreted as multiples of 1/10.
These values are subsequently grouped into five sea ice categories, as defined in Table 1.

Table 1 Definition of sea ice categories

Category name Acronym Values Belong to MIZ?

Open water OW <0.1 No

Very open drift ice VODI 0.1, 0.2, 0.3 Yes

Open drift ice ODI 0.4, 0.5, 0.6 Yes

Close drift ice CDI 0.7, 0.8 Yes

Very close drift ice VCDI 0.9, 1 No



Validation of sea ice results from a real-time forecast system88
4. Processing of observational data and model results 
Model results from the ARC-MFC are interpolated onto a regular, polar-stereographic
grid, with a resolution of 12.5 km before they are released to users. The present
validation is performed in order to shed light upon the quality of the results from a user
perspective, so it is the interpolated results that will be considered here.

To make model results and observations comparable, we must choose an algorithm for
mapping two sets of 2D data with different resolutions horizontally (1 km×1 km vs.
12.5 km×12.5 km) and different sea ice variables (5 ice categories vs. continuous
concentration) onto same-resolution products. In order to illustrate this challenge, a
simplified case with a difference in horizontal resolution is displayed in Table 2 and
Table 3.

The coarse resolution results in Table 3 are simply averaged values over the corre-
sponding 2×2 cells in Table 2. A well-posed validation algorithm should take this into
account, i.e., a “perfect” score should be returned when the one set is validated using the
other as “truth”. It is not possible to define a general interpolation function from the
coarse to the fine grid which assures such a result. Hence, we will integrate the fine
resolution result onto the corresponding representation by the coarser resolution. Note
that even this approach does not guarantee a “perfect” score in the general case, since a
fine resolution grid cell may bridge two or more coarse resolution grid cells (e.g. when
one grid is rotated relative to the other), and the results may be sampled with a time
offset or with differences in averaging period.

In the present context, we will therefore integrate the observations onto the
12.5 km×12.5 km resolution of the model product, and we will map the model sea ice
concentration values onto the 5 sea ice categories of the observational product. The

Table 2 Sea ice concentrations with a fine resolution

1.0 1.0 1.0 1.0 0.8 0.2

1.0 1.0 1.0 0.8 0.2 0.0

1.0 1.0 0.8 0.2 0.0 0.0

1.0 0.8 0.2 0.0 0.0 0.0

0.8 0.2 0.0 0.0 0.0 0.0

0.2 0.0 0.0 0.0 0.0 0.0

Table 3 Sea ice concentrations with a coarse resolution

1.00 0.95 0.30

1.00 0.30 0.00

0.30 0.00 0.00
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observational product is a composite of snap-shots from various satellite-born instru-
ments, while the model results are daily averages.

Figure 3  Domain for which the present analysis is performed. Light blue shows MIZ from a
sample ice chart.

5. Validation metrics 
We wish to validate a two-dimensional field that is characterised by a front whose
position has a strong temporal dependence, and can be represented by a sea ice edge
according to a standardised definition. Furthermore, at some distance from the front the
sea ice concentration is (nearly) uniform, with values of 0 on the open ocean side, and
(close to) 1 in the interior of the ice cover. We may thus view sea ice concentration as a
near-binary field whose variability is characterised by the motion of the front and varia-
bility in the vicinity of the front, a region which is referred to as the marginal ice zone
(MIZ). Presently, the MIZ is represented by sea ice classes VODI, ODI and CDI.

5.1 Bias and RMS error of sea ice concentration

The two most commonly used validation metrics are the bias and the root mean square
(RMS) error. However, when applied to near-binary field data, these quantities tend to be
determined by the two dominant states and do not provide much information about the
quality of the model results where they are of most interest to users, i.e., in the MIZ.
Since the resolution in sea ice concentration is limited to 5 categories, a better strategy is
to investigate the statistics of these categories. A relevant validation metric is defined in
subsection 5.3 below.

5.2 RMS error of sea ice edge position

If defined appropriately, the position of the sea ice edge is of interest to many users.
Representing the sea ice edge by a sea ice concentration value that corresponds to the
limiting conditions for operation of vessels may be appropriate in this context. Here, we
set the boundary between VODI and ODI to represent the sea ice edge. Then, assuming
that model results and observations have been processed as described in Section 4, we
adopt the following algorithm for validation of the model sea ice edge:

1. For both observations and model results, find the set of grid cells that belongs to ice
category ODI and that has at least one neighbour cell (up, down, right or left) that
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belongs to ice category VODI. The two sets of grid cells that result define the ice
edge in their respective products.

2. For each grid cell that belongs to the sea ice edge in the observational product,
compute the distance to the nearest sea ice edge grid cell in the model product. The
model RMS error is then computed as the root mean square of these distances.

In the case where the domain for validation is dominated by significant coast line
undulations, e.g. due to islands and/or fjords, the second item in the algorithm may also
limit the computation of distances between cell pairs to pairs that only have ocean cells
along the lines where the distances are computed. Although there are archipelagos
(Svalbard, Frans Josef Land) in the domain which we consider here, our domain is
mostly open ocean, and we have chosen not to implement this extension.

5.3 Errors by sea ice categories

As stated above, the sea ice cover is largely characterised by the position of its edge, and
by the variability in the MIZ which spans the region between the open ocean and the
near-continuous ice cover. Hence, the validation metric for the position of the sea ice
edge described in section 5.2 should be supplemented by a validation metric for the
distribution of sea ice in the MIZ. We will adopt two metrics for ice category errors: (1)
a contingency table for distribution of observed vs. modelled categories, and (2) time
series of the areal extent for each category and each product, plus time series of the total
category area where the products overlap.

6. Validation results
For the purpose of demonstration of results from the validation metrics that were defined
in section 5, we use observations and model results for day 7+2 in the weekly model
production cycle (see section 2); this corresponds to the 2-day forecast relative to the
analysis day. This information was available for a period of 20 weeks, from November
2010 to March 2011.

Figure 4  RMS error of model results vs. observations of sea ice concentration (grey, right axis),
and position of the ice edge (black, left axis).
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First, we examine results for RMS errors of the sea ice concentration and the position of
the edge. The time series of these RMS errors are depicted in Figure 1.

The range of values of the RMS error for sea ice concentration is constrained by the large
areas away from the MIZ where both model results and observations have values of 0
(ice free) or very close to 1 (ice interior). Hence, the time dependence of this metric is
weak, as displayed by the grey curve in Figure 4, and the usefulness is low for both users
and developers of the products.

The RMS errors for the position of the ice edge in Figure 4 suggest that the edge can be
expected to be found 40–60 km from its position in the model. The variability of these
results is dominated by changes from one week to the next.

The results in Table 4 reveal that, after the vast domains away from the MIZ have been
excluded, the ice categories from the model results and observations are only matching
in less than 10% of the remaining region.

We note from Table 4 that the largest values appear in the top and bottom rows where
observations indicate MIZ conditions, while the model results correspond to OW (top
row) or VCDI (bottom row). 

Next, we have condensed the results further in Table 5 by merging the MIZ categories.
We still find that the match between model results and observations in the MIZ is fairly
low, at 22% of the remaining region.

Table 4 Contingency table for the sea ice categories defined in section 3. Regions in which both
model and observations indicate either open water or very close drift ice have been excluded.
Tabulated values are percentages, computed by aggregating results over a period of 20 weeks.
Dark grey shading correspond to matching categories. Light grey shading is used for cells where
results from both model and observations are classified as belonging to the MIZ.

Observations

M
o

d
el

OW VODI ODI CDI VCDI

OW 8.3 5.7 5.1 1.9

VODI 3.1 2.0 2.2 2.2 1.2

ODI 1.8 1.6 2.2 2.7 1.8

CDI 1.3 1.5 2.7 5.1 4.5

VCDI 3.2 3.0 7.4 29.6

Table 5 Same as Table 4, but here results have been merged for categories that belong to the MIZ.

Observations

M
o

d
el

OW MIZ VCDI

OW 19 2

MIZ 6 22 7

VCDI 3 40



Validation of sea ice results from a real-time forecast system92
7. Concluding remarks 
Validation may serve several purposes. It may provide users with valuable information
about the quality of available products, and it can help developers to become aware of
weaknesses in the systems they work with. Thus, future efforts by development teams
may be guided in a direction which could lead to significant improvements of the
relevant products.

Furthermore, one must be aware that all products, based on observations or based on
model results, have sources of errors. Hence, when comparing model results and obser-
vations, the term “RMS error”, used here in subsections 5.1 and 5.2, may be misleading.
A term that perhaps more properly describe these metrics is “RMS differences”.

Figure 5  Temporal evolution of the MIZ extent in the observational product (full black line) and
model results (dashed black line) during a period of 20 weeks. Thin lines show the least squares
linear fit, while the grey line shows the total area where the MIZ overlaps in the two products.

The results in section 6 reveal that the extent of the MIZ is much larger in the observa-
tional product when compared to the model results. In fact, almost half of the MIZ region
from observations is classified as VCDI in the model results. The magnitude of this
discrepancy should be instructive for the modellers and lead to efforts to have a less
abrupt transition from open water to the near-continuous ice covered region in the ocean-
sea ice model.

In order to gain additional insight into differences between the two products, we examine
how the size of the MIZ changes in time, displayed in Figure 5. We find that, while the
MIZ area exhibits a strong trend in the model results, nearly doubling in size during the
20 week period, the observations change markedly from week to week, but with almost
no trend.

We also note that the MIZ overlap region increases much less than the model MIZ, so
much of the growth of the model MIZ takes place in regions outside of the observed
MIZ.
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We have demonstrated that for the near-binary sea ice concentration field, validation
metrics that are tailored for such fields provide much more useful results than the
standard metrics. Indeed, the simple RMS error in the ice concentration fields (Figure 4)
is shown to be misleadingly low compared to the results from the more MIZ-specific
metrics (Table 4, Table 5, and Figure 5). Moreover, we have been able to identify signif-
icant discrepancies between model results and observations that could potentially guide
model development and/or satellite imagery interpretation to improve one or both of the
products that have been examined.
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Validation of the UK Met Office FOAM ocean 
forecasting system

Met Office, United Kingdom

Abstract
The UK Met Office produces ocean forecast products on a daily basis with global and
regional coverage. The FOAM ocean forecasting system is based on the NEMO ocean
model and an analysis correction assimilation scheme. A wide range of data is assimi-
lated including in-situ data from moorings, profiling floats and satellite sea-surface
temperature, sea-surface elevation and sea-ice data. Ecosystem models are also run in
near-real time to provide information about algal blooms and underwater visibility. This
paper describes the systems, briefly details how the system quality is verified, and
presents some example evaluation of the system skill for diurnal SST cycles and site-
specific current forecasts.

Keywords: FOAM, ocean modelling, operational forecasting, NEMO, SST, currents

1. Introduction 
The Forecasting Ocean Assimilation Model (FOAM) system is the operational ocean
modelling system, with data assimilation, used for short-range forecasting at the UK Met
Office. Recent implementations of FOAM configurations are described in Storkey et al.
(2010) and O’Dea et al. (submitted). The FOAM system is based on the Nucleus for
European Modelling of the Ocean (NEMO) framework (Madec, 2008). This is a
community model that has a wide user and developer base particularly in Europe. It will
also form the ocean model component of the Met Office seasonal forecasting and climate
modelling systems in the near future. The FOAM system is made up of a suite of nested
configurations, with a global ORCA025 (Drévillon et al., 2008) configuration feeding
boundary conditions to a North Atlantic rotated grid 1/12° model (the NATL12) and the
non-linear free surface tidal model the Atlantic Margin Model at approximately 7 km
resolution (the AMM7). Two further 1/12° regional configurations for the Mediterranean
Sea and Indian Ocean are nested into the global configuration using one-way lateral
boundary conditions,. The sea ice component is currently modelled using the 2nd version
of the Louvain-le-Neuve (LIM2) model (Fichefet and Morales Maqueda, 1997). This has
viscous-plastic dynamics (Hibler, 1979) and a 3-layer thermodynamic model (Semtner,
1976). The AMM7, is coupled with the ERSEM ecosystem model (Blackford et al.,
2004).
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Data assimilation is based on a version of the analysis correction scheme. The scheme
was originally devised by Lorenc et al. (1991) and implemented for FOAM by Bell et al.
(2000). Analysis steps are performed once per day. Each analysis step consists of a
number of iterations. On each iteration the observations are separated into groups which
are easily related (thermal profiles, saline profiles, surface temperature, surface height).
For the AMM7 at present the only assimilation type is surface temperature. For each
group of observations (e.g. the temperature profile data), increments are calculated first
for the directly related model variables (e.g. the temperature fields). These increment
fields are then used to calculate increments for less directly related model variables (e.g.
the velocity fields) using hydrostatic and geostrophic balance relationships, water
property conservation or statistical relationships. The univariate components of the
model error covariance are specified as the sum of two 3D error covariances, one
describing the ocean mesoscale, the other large scales including atmospheric synoptic
scales (Martin et al., 2007). These and the observation error covariances are estimated
from differences between one-day and two-day forecasts verifying at the same time
(Parrish and Derber, 1992), combined with statistics of observation minus model values
(Hollingsworth and Lönnberg, 1986), obtained from hindcast assimilations. Altimeter
data are assimilated by displacement of isopycnal surfaces, an extension of the Cooper
and Haines (1996) scheme. A pressure correction technique (Bell et al., 2004) is
employed to improve the dynamical balance near the equator and analyses performed
with large correlation scales are used to attempt to remove large-scale biases in the
satellite surface temperature data. 

This paper briefly details how the system is routinely validated in operations, and gives
some examples of use-specific validation of the real-time products with a view to
demonstrating utility of the real-time products from FOAM. 

2. Operational Monitoring and Verification
There are two main functions to the real-time validation: 

1. Daily monitoring of products to detect major problems, and to identify significant
features in the forecast.

2. Monthly examination of accuracy statistics to detect gradual deteriorations in the
quality of products, and to confirm that the accuracy level is consistent with the
results of the calibration hindcast.

2.1 Daily Monitoring

The purpose of the daily monitoring is to detect major problems with the products, partly
through manual checks of the model outputs but also including some automatic
checking. All the monitoring information is produced automatically and available for
viewing by scientists on a monitoring web page (Figure 1). Interesting or unusual events
are recorded in a monitoring log. The plots examined include:

• Maps of all products at various depths. 

• Differences between the daily mean surface temperature and the OSTIA analysis for
the same day.

• Time-series of the extreme values of the model fields.
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• Maps of data assimilation innovations.

• Maps of data assimilation increments.

• Maps of anomalies against climatologies .

• Maps of statistics derived from assimilation innovations.

• Volume transports.

A daily automated assessment of the FOAM is also provided, with the number of
available observations for the day, and root mean squared (RMS) and mean errors
derived from innovations for each observation type being provided to the monitoring
web page.

Figure 1  The monitoring page showing SST innovations for observations from the AMSRE
satellite.

Automatic email warnings are produced if pre-defined thresholds for each diagnostic
variable are exceeded, for example if RMS errors are higher than expected, there are
fewer good observations than expected or there are more bad observations than expected.
Daily statistics are saved for future reference.

2.2 Accuracy Monitoring

The daily monitoring outlined above will only detect major and immediate problems; it
will not detect gradual deteriorations in the accuracy of products. To capture such
problems daily accuracy statistics are monitored on a monthly basis. Variations in
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accuracy are also compared to the calibration hindcast to detect deviations from the
normal seasonal and inter-annual variability of the errors. If potential problems are
detected, then the plots from the monitoring section are useful for investigating the
cause.

The Global Ocean Data Assimilation Experiment (GODAE; Bell et al., 2009) metrics
are used as a basis for use in evaluating model-based products. Although these metrics
were designed for the GODAE community (and thus assimilating models of the open
ocean) the concepts and terminology have been adapted to describe the metrics which
are appropriate for the FOAM AMM7 model as well as the FOAM open ocean models.
Explanations of the GODAE metric classes can be found in Hernandez and Crosnier
(2008). There are two groups of metrics used: analysis statistics and forecast statistics.
At present these statistics are all computed in observation space (GODAE class 4), and
averaged over pre-defined regions. The analysis statistics are derived from the data
assimilation innovations (observation minus model differences). These differences are
computed using model background fields before the observations are assimilated, and
are therefore indicative of the accuracy of the 1-day forecasts. Because the data assimi-
lation uses an FGAT (First Guess at Appropriate Time) scheme, these differences use the
model value at the same time as the observation.

In contrast, the forecast statistics are based on daily-mean fields. These fields are stored
until the validity time has passed, and then compared to observations using the method-
ology defined for the GODAE class 4 inter-comparison (Hernandez et al., 2009 and
subsequent updates of the methodology). The statistics are derived from the observation
minus forecast differences for sea surface temperature for all models and sea surface
height, sea ice and profiles of temperature and salinity for models where these are assim-
ilated. For ERSEM, statistics are produced for surface chlorophyll and suspended partic-
ulate matter. These errors show the accuracy of the 1-, 3- and 5-day forecasts. The
statistics are presented as 30-day running means to smooth out high-frequency varia-
bility and enable detection of significant changes in the accuracy (Figure 2).

Figure 2  An example of the 30 day rolling mean RMS error in SST of the FOAM ORCA025
model from in-situ observations minus model forecast. Three time-series are presented, in blue the
1 day forecast RMSE, in green the 3 day forecast RMSE and in red the 5 day forecast RMSE.

3. 3. Site-specific Current Validation 
An assessment of site-specific current forecast skill of global FOAM (ORCA025)
analysis fields has been made using daily-mean output from 2007-08 and hourly instan-
taneous output from Jan 2007 – Jun 2007. Comparisons were made initially with
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PIRATA (Prediction and Research Moored Array in the Atlantic) moored current meters
in the eastern tropical Atlantic. 

There has been a qualitative analysis involving visual examination of fields and
comparing with observations in the vicinity of each buoy. Figure 3 shows an example
plot of daily-mean model currents surrounding the PIRATA buoy at 6°S, 8°E with the
buoy location superimposed. When the model missed a feature it would quite often be
found in the modelled currents either at a nearby location or time. This qualitative
analysis of the system shows FOAM appears to be performing sensibly. However, for
there to be use made of the FOAM currents for site specific applications, more quanti-
tative assessments need to be done. As many applications of site-specific currents require
the prediction of the exceedance of speed thresholds time series of buoy data has been
used to determine whether the model can correctly predict when speed thresholds are
exceeded. The thresholds 0.25 ms-1, 0.5 ms-1, 0.75 ms-1 and 1.0 ms-1 were used as these
reflect operational user requirements. 
 

Figure 3  An example plot of current speed (contours) and vectors (arrows) with an analysis site
shown (square).

A categorical analysis was performed using these thresholds by producing 2×2 contin-
gency tables and calculating a range of metrics including Receiver Operating Character-
istic (ROC) curves, Heidke skill scores and Matthews Correlation Coefficients (phi
coefficients). Despite the qualitative analysis that the model currents were capturing the
observed features reasonable well there were too many ‘misses’ and ‘false alarms’ for
the model to be considered skilful. Therefore we do not have sufficient confidence in the
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currents to be deriving daily threshold warnings at this stage. Future assessments will
focus on identifying time and space scales over which the modelled currents do have
sufficient skill. 

Histogram plots of observed and modelled currents (Figure 4) suggest that FOAM-
ORCA025 tends to predict too many weak currents and underestimate the largest
observed currents. However analysis was performed using 6-hourly wind forcing so time
interpolation may perhaps smooth the current fields. Future implementations of
ORCA025 will use hourly wind forcing, the impact of which may be seen in this type of
analysis.

Figure 4  An example plot of relative frequency of current speed from a PIRATA buoy (solid line)
and the FOAM ORCA025 model (dashed line).

4. Diurnal SST evaluation
The diurnal cycle of sea surface temperature (SST) is caused by the direct solar heating
and night time cooling of the top few metres of the ocean. This cycle can be considered
to be on top of long period seasonal changes and variability due to advective and mixing
processes. In the absence of wind, cloud, and precipitation, the SST diurnal cycle would
follow a predictable oscillatory pattern. However, variations in solar heating due to cloud
and the tendency of wind to mix heat to depth, make the diurnal system much more
complex.

An assessment of the ability of satellite and buoy observation platforms to observe and
resolve this diurnal cycle of SST was performed prior to such data being used to assess
diurnal SST in the Met Office’s ORCA025 configuration of FOAM (Sykes et al., 2011).
It was found that for the moored buoys, four evenly spaced observations per day are
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required to resolve the SST diurnal cycle in order to satisfy the Nyquist sampling
requirements. Satellites are only able to achieve this level of observation frequency if
they are geostationary and are sampling areas unaffected by cloud cover. Nevertheless,
statistical assessment of the satellite data showed that a diurnal signal is detectable.

FOAM was then assessed for its ability to simulate and predict a diurnal cycle of SST.
Hourly SST output covering the Atlantic region from the model was compared to in-situ
PIRATA buoys and SEVIRI (Spinning Enhanced Visible and Infrared Imager) geosta-
tionary satellite SST measurements. An algorithm was used to identify daily diurnal SST
minima, maxima and ranges for the observations and model data over a 1 month period
in July 2008. The timings of the diurnal minima and maxima within the buoy and model
data were also compared. The assessment showed that FOAM does produce a diurnal
cycle with skill across all forecast days. Comparison with all the PIRATA buoys gave
anomaly correlations of between 0.6 and 0.75 for prediction of the diurnal SST maxima
and minima and between 0.45 and 0.55 for the diurnal SST range. Biases against all the
buoys were of the order of 0.05 K for the maxima, minima and ranges; with the model
underestimating the diurnal SST range overall.

Figure 5  A month of high frequency SST observations from a PIRATA buoy at 11.5°N, 38°W
(black line) compared with model outputs at the same point for the analysis (blue), 1 day forecast
(cyan), two day forecast (pink), 3 day forecast (yellow), 4 day forecast orange and 5 day forecast
(green).

Timings of the diurnal SST maxima and minima were assessed for the model and the
PIRATA buoys; the timings for FOAM tended to be of the order of 1 hour early for the
minima and 1 hour late for the maxima. Results from the model to satellite assessment
showed that FOAM had skill in predicting the diurnal minima and maxima with anomaly
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correlations between 0.42 and 0.56 for the minima and 0.54 to 0.62 for the maxima; the
correlations showing a decrease with increasing forecast lead time. Biases were of the
order of 0.1 K for the minima and -0.1 K for the maxima. Overall the model underesti-
mated the diurnal SST range compared to the satellite by around 0.4 K; however there
was skill seen in the model diurnal SST ranges at all forecast lead times with anomaly
corrections ranging from 0.47 to 0.68. The underestimate of the model diurnal SST
ranges relative to the satellite is thought to be potentially due to an absence of a skin
correction in the model (the surface model value being an average for the top 1m
compared to the satellite skin measurement) and due to relatively coarse temporal
resolution forcing. 

5. Conclusions
The FOAM system is well monitored and verified. The utility of FOAM forecasts is
something that is highly dependant upon the particular use of the forecast, and detailed
assessments are required to quantify the skill of the system. The diurnal cycle in SST is
generally well simulated in the system, whereas site specific currents, although qualita-
tively well predicted, at this stage care should be taken with their use in a quantitative
site specific way.
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Forecast and hindcast of the Black Sea ecosystem

Abstract
The Black Sea nowcasting and forecasting system, set up and developed at MHI in the
framework of FP6 and FP7 projects, has been operating in real-time mode since April
2009. Further improvements of the system includes the development of the Black Sea
ecosystem forecast on the basis of the existent 3D biogeochemical model. This model is
one way coupled with physical model. It extends from the sea surface to 200 m depth
with 26 z-levels. The model includes 15 state variables. Nitrogen is considered as the
only limiting nutrients for phytoplankton growth. This model has been used to simulate
the Black Sea ecosystem evolution during three decades (1971–2001). The numerical
experiments on modelling of the Black Sea ecosystem managed to display the main
features of the pelagic ecosystem evolution, which are known from numerous measure-
ments. Further development for the Black Sea ecosystem model is the adaptation to the
forecast problems, most importantly the initialisation of the biogeochemical fields. A set
of numerical experiments with assimilation of satellite chlorophyll-a data was carried
out to elaborate the scheme of the Black Sea ecosystem forecast.

Keywords: Black Sea, ecosystem, modelling, biogeochemical model, trophic
structure.

1. Introduction 
The Black Sea is one of the largest enclosed basins in the world, which receives a high
nutrient loading from rivers draining parts of Europe and Asia. The Black Sea marine
ecosystem manifested significant changes during the last few decades. The healthy
ecosystem which was observed in the 1960s and early 1970s has been altered drastically
by the impacts of many factors (eutrophication, over-fishing and a large population
growth of gelatinous and opportunistic species in the 1980s). These changes in the Black
Sea ecosystem were noted in the biomass of the main components, taxonomic compo-
sition and of the phytoplankton community structure, particularly in the northwestern
shelf. The natural phytoplankton annual cycle with spring and autumn maxima in
biomass has been replaced by a pattern characteristic to eutrophied waters identified by
several exceptional maxima – the summer one being the most pronounced. Such evident
changes in marine biology were accompanied by a modification of the vertical
geochemical structure. The most pronounced signature of the geochemical changes is an
increase of nitrate concentration in the oxic/suboxic interface zone from 2 to 3 mmolm-3

in the late 1960s to 6–9 mmol m-3 during the 1980s and 90s. The goal of this work was
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to reconstruct the Black Sea ecosystem evolution during three decades from 1971 until
2001 years on the basis of a three dimensional interdisciplinary model.

2. The Black Sea ecosystem model
The model of the Black Sea ecosystem consists of physical and biogeochemical parts.
The physical part is the model of the Black Sea circulation based on POM (Princeton
Ocean Model), driven by ERA40 atmosphere forcing. It has 26 sigma levels compressed
towards the surface. Boundary conditions on the sea surface are heat and fresh water
fluxes and surface temperature, provided by a data set from atmospheric model every 6
hours. 

The biogeochemical model is an extension of the set of one-dimensional models given
by Oguz et al. (1999, 2000 and 2001) with identical parameters describing interactions
between its compartments. It has a one-way coupling off-line with the circulation model
through current velocity, temperature, salinity and turbulent diffusivity. The biogeo-
chemical model extends from the sea surface to 200 m depth with 26 z-levels,
compressed to the sea surface. It includes 15 state variables. Phytoplankton is repre-
sented by two groups, typifying diatoms and flagellates. Zooplankton is also separated
into two groups: microzooplankton (nominally < 0.2mm) and mesozooplankton (0.2–
2 mm). The carnivorous group covers the jellyfish Aurelia aurita and the ctenophore
Mnemiopsis leidyi. The model food web structure identifies the omnivorous dinoflag-
ellate Noctiluca scintillans as an additional independent group. It is a consumer feeding
on phytoplankton, bacteria, and microzooplankton, as well as particulate organic matter,
and is consumed by mesozooplankton. The trophic structure includes also nonphotosyn-
thetic free living bacteriaplankton, detritus and dissolved organic nitrogen. Nitrogen
cycling is resolved into three inorganic forms: nitrate, nitrite and ammonium. Nitrogen is
considered as the only limiting nutrient for phytoplankton growth. Additional compo-
nents of the biogeochemical model are dissolved oxygen and hydrogen sulfide. 

The spatial resolution for the both parts of the ecosystem model (physical and biogeo-
chemical) is approximately 7 km. As has been mentioned, the biogeochemical model
uses hydrophysical fields from the circulation model. For the first 23 years these are the
results of reanalysis of the Black Sea dynamics by means of assimilation of archived
hydrographic data (Moiseenko et al., 2009), and for the last 8 years they are the results of
assimilation of the space altimetry (Dorofeyev and Korotaev, 2004). 

Fluxes of all biogeochemical variables are set to zero on the sea surface, bottom in
shallow part of the basin and on the lateral boundaries, except rivers estuaries, where
nitrate fluxes are set up proportional to river discharges and nitrate concentrations. These
data are provided by Ludwig (2007) and present a combination of measurements and
data derived from the modelling. On the lower liquid boundary in the deep part of the
basin, concentrations of all parameters are set to zero except ammonium and hydrogen
sulfide (sulfide and ammonium pools).

3. Evolution of the Black Sea ecosystem
On the basis of the biogeochemical model a numerical simulation was carried out of the
long-term evolution of the Black Sea ecosystem for the time period 1971 to 2001.
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Figure 1  Evolution of the annual-mean phytoplankton biomass in the upper 50 m layer for the
deep part of the Black Sea basin (top) and the North Western Shelf (bottom). On the top plot the
squares denote values of the phytoplankton biomass for the western part of the interior basin,
triangles denote the eastern part, and spots are for the whole deep part of the basin. 

Figure 2  Evolution of the annual-mean zooplankton biomass in the upper 50m layer for the deep
part of the Black Sea basin (top) and North Western Shelf (bottom).

Figure 1 demonstrates the evolution of the annual-mean phytoplankton biomass in the
upper 50 m layer for the deep part of the Black Sea basin and North Western Shelf. The
phytoplankton biomass approximately doubles in value from about 1.2 gCm-2 in the
early 1970s to 2 gCm-2 in the mid-1990s and then decreases. On the northwestern shelf
the level of the phytoplankton biomass in general is about 1.5 times as large as in the
deep part of the basin. It grows from the early 1970s until the mid-1980s, then decreases
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until 1994 and after an abrupt rise continues to decrease. There is a difference in phyto-
plankton biomass between western and eastern parts of the interior basin due to the
exchange between the shallow northwestern part, reach in bio-production, and deep parts
of the Black Sea. But after 1985 this difference becomes minor till 1995, when it starts to
increase. This can be explained by relatively small amount of phytoplankton on the
northwestern shelf during this period of time. As a result influence of the shelf waters on
the deep part of the Black Sea was week during this period.

Figure 3  Evolution of the Aurelia (top) and Mnemiopsis (bottom) biomass in the upper 50 m layer
for the deep part of the Black Sea: results of modelling and measurements (Purcell et al., 2001).

Figure 2 shows the inter-annual variability of the zooplankton biomass in the upper 50 m
layer separately for the deep part of the Black Sea basin and North Western Shelf region.
The response on the phytoplankton population growth in the deep part of the basin
during the 1970s and 1980s was a zooplankton biomass increase from about 0.8 gCm-2

in the early 1970s to about 1 gCm-2 in 1987. Then zooplankton biomass reduces rapidly
in 1998 and then stabilises at about 0.6 gCm-2. Zooplankton biomass on the north-
western shelf is about 1.2 gCm-2 and changes very little during time period until 1987.
Then it abruptly reduces as well as in the deep part of the Black Sea. This sudden
decrease in zooplankton population in the late 1980s is linked to the Mnemiopsis leidyi
invasion in the Black Sea. At that time it was observed in different regions of the Black
Sea in great quantities. Before the Mnemiopsis leidyi invasion Aurelia aurita dominated
the carnivorous group of the Black Sea ecosystem. The years 1989–1991 constituted the
phase of pelagic ecosystem evolution in which Aurelia blooms were almost completely
replaced by those of Mnemiopsis (Figure 3). Following its accidental introduction into
the Black Sea in ballast waters of tankers during the early 1980s, the Mnemiopsis
community quickly dominated the entire ecosystem, because it had no predators in the
Black Sea. The sudden increase in the Mnemiopsis population caused a reduction in the
biomass of the zooplankton community. 
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The surface layer in the deep part of the Black Sea is supplied with nutrients from deep
waters rich in nitrates. During the winter season they are accumulated in the upper layer
due to intense winter mixing and then assimilated by phytoplankton. The amount of
nitrate near the surface depends directly on the value of nitrate concentration in the layer
of maximum, which is situated between upper and lower nitrocline on a depth of approx-
imately 60–70 m. During the considered time period the value of nitrate concentration is
characterised by an increase from 2–3 mmolN m-3 in the 1960s to 8–9 mmolN m-3 in the
late 80s and then decrease to the value of about 4 mmolN m-3 in the late 1990s – early
2000s (Konovalov and Murray, 2001). Apart from a three-fold increase in the value of
the nitrate maximum by over 20 years the nitrate peak shifted about 10 m upward.

Figure 4  Annual-mean surface nitrate (top) and phytoplankton (bottom) concentrations (bars) in
the deep part of the Black Sea and annual-mean nitrate maximum (spots).

Figure 4 shows that the nitrate surface concentration increases about five-fold from
0.4 mmolN m-3 in the early 1970s to about 2.5 mmolN m-3 in the early 1990s, then it
decreases to the level of about 0.5 micromoles. The surface phytoplankton concentration
also grows during the time period 1971–1991 from a quarter of micromole in the early
1970s to approximately 0.7 micromoles in 1991. Then it falls to the value of about 0.3
micromoles. Both the values of surface nitrate and phytoplankton closelyfollow the solid
line – evolution of the nitrate maximum. 
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Figure 5  Annual-mean surface nitrate (top) and phytoplankton (bottom) concentrations on the
northwestern shelf of the Black Sea and annual-mean nitrate supply by the Danube river (spots). 

On the northwestern shelf of the Black Sea the main factor influencing the nutrient
amount in the surface layer is supplied by rivers (mainly the Danube which provides
about 70 percent of the total nutrient amount incoming in the Black Sea). Figure 5 shows
the evolution of the annual-mean surface phytoplankton and nitrate on the northwestern
shelf. The annual-mean amounts of nitrate incoming with rivers are represented on the
same plots. These data are provided by Ludwig (2007). Surface nitrate concentrations
correlate well with annual nitrate fluxes on the shelf supplied by rivers. The surface
concentration of the phytoplankton changes slightly around the level of approximately
1.1 mmolN m-3 during the first twenty years. Then after an abrupt reduction during
1992–1994 it rises in 1995 and then decreases. But there is no as evident correlation with
the nutrient supply as it is in the case of the surface nitrate. It seems to be due to the fact
that nitrate concentration on the northwestern shelf is high enough and phytoplankton
growth in this case is limited by other factors. 

The changes in the Black Sea ecosystem during time period from 1971 until 2001 are
visible not only in inter-annual evolution of the main ecosystem components, but also in
seasonal variability. The natural phytoplankton annual cycle, which was usual for the
pre-eutrophication phase of the Black Sea ecosystem, has been replaced by a more
complicated pattern characterised by several maxima. These changes are illustrated in
Figure 6, which represents the annual evolution of phytoplankton, zooplankton and
medusa Aurelia aurita in the upper 100 m layer in the central part of the basin for three
years: 1972, 1982 and 1992. 
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Figure 6  Seasonal evolution of the phytoplankton (top), zooplankton (middle) and Aurelia aurita
(bottom) in the central part of the Black sea for three years: 1972 (left), 1982 (middle) and 1992
(right). 

In 1972 the phytoplankton annual cycle is characterised by spring and autumn maxima in
biomass. The phytoplankton community exhibited a major bloom during the late winter–
early spring season, following the period of active nutrient accumulation in the surface
waters at the end of the winter mixing season and as soon as the water column receives
sufficient solar radiation. Distribution of zooplankton closely follows that of phyto-
plankton with a time lag of about half a month. The jellyfish Aurelia aurita has two
pronounced maxima in April–May and late autumn. In 1982 (eutrophication phase) the
phytoplankton annual cycle includes a few blooms. As in the previous case of 1972 the
phytoplankton exhibits a major bloom during the late winter–early spring season. The
phytoplankton bloom is first followed by a zooplankton bloom of comparable intensity,
which reduces the phytoplankton stock to a relatively low level, and then by an Aurelia
bloom that similarly reduces the zooplankton biomass. The phytoplankton recovers and
produces a weaker late spring bloom. The Aurelia population decreases in August after a
double maximum in late spring and earlier summer, and then produces blooms in
September and November. The September bloom gives rise to phytoplankton and then
zooplankton successively blooms during October–November. The years after 1987
(Mnemiopsis invasion into the Black Sea) constituted a new phase of the Black Sea
ecosystem transformation. The Mnemiopsis community dominated the ecosystem. The
sudden increase in the Mnemiopsis population led to reduction in zooplankton biomass.
The Aurelia stock decreased abruptly in comparison with 1982. It produces a bloom in
late spring and a weak maximum in November. Phytoplankton produces a set of maxima
with the summer one being well pronounced. The largest growth of the zooplankton is
observed in mid-spring and then it produces only a set of weak maxima.
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4. Forecast of the biogeochemical parameters
The described 3D biogeochemical model was used as a basis for part of the new version
of the Black Sea forecast system. It provides a five-day model forecast for the phyto-
plankton and nitrate distribution in the Black Sea. The product covers the whole Black
Sea, and is delivered on a horizontal grid with a resolution of 4.8 km, and with 18
vertical depth levels (upper 200 m layer). The model was calibrated in different
approaches against climatic data and independent space observations. 

One of the key problems for the forecast of the biological fields is initialisation of the
ecological model. For these purposes satellite data of chlorophyll-a were assimilated into
the model. The assimilation procedure is based on the nudging technique. The data used
are the standard product MODIS, which is recalculated from surface chlorophyll-a
concentration to surface phytoplankton. Because of lots of gaps in satellite data they are
exposed to additional processing. The MODIS data are optimally interpolated on the
regular grid of the biogeochemical model. After this procedure the number of gaps
reduces (see for example Figure 7). Then the model runs in spin up mode with assimi-
lation of satellite data and with external parameters corresponding to the initial time. 

Figure 7  Examples of the satellite data before (left) and after (right) optimal interpolation

5. Summary
The finished numerical experiment on modelling of the Black Sea ecosystem managed to
display the main features of the pelagic ecosystem evolution during three decades 1971–
2001, which are known from numerous measurements. The phytoplankton biomass grew
during the time period from the early 1970s until the early 1990s, characterised by the
eutrophication phase of the Black Sea ecosystem. Surface concentration of the phyto-
plankton increased in the deep part of the basin by about 3 times. As a result zooplankton
concentration rose too until after the 1980s, when a Mnemiopsis invasion caused a
sudden reduction in zooplankton community. This change in biological biomass was
accompanied by variations in geochemical vertical structure; the main signature being an
increase in nitrate concentration in the layer of maximum at a depth approximately 70 m,
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which is a key parameter for the intensity of biological processes in the surface layer of
the interior Black Sea. The ecological model was then adapted for the purposes of
forecast of the biogeochemical parameters in the Black Sea. In the forecast mode the
model uses MODIS satellite chlorophyll-a data. 
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Monitoring and forecasting the Arctic Ocean: Norway 
and MyOcean

Abstract
Four Norwegian institutions – IMR, met.no, NERSC and NIVA – are playing a signif-
icant role in the GMES MyOcean project, which is building the European Marine Core
Service. The Norwegian contribution is strongly focused on the Arctic region and
consists of three main product components: in-situ observations, satellite observations
and numerical forecasting and reanalysis. Together these constitute a major part of the
MyOcean Arctic node. 

In-situ observational products are managed by IMR, as the Arctic node of the MyOcean
In-Situ Thematic Assembly Centre (IS-TAC). They include surface and profile data of
temperature, salinity, current velocity and direction, water level, chlorophyll and oxygen
concentration from research ships, drifting buoys and fixed stations. In addition, NIVA
manages Ferrybox data from the entire MyOcean domain, and including the Arctic
region. Both near real-time products and multi-year time series are provided. 

Satellite observations of sea ice are managed by met.no, who lead the MyOcean Sea Ice
and Wind TAC. Arctic data products include sea ice concentration, drift velocity, surface
temperature and iceberg concentration, and are provided by met.no, NERSC and partner
agencies in Denmark and France. Both near real-time products and multi-year time series
sea ice are made available. In addition, met.no provides an Arctic sea surface temper-
ature analysis product via the MyOcean SST-TAC.

Numerical forecasts and reanalyses are produced and managed by met.no and NERSC in
the Arctic Monitoring and Forecasting Centre (ARC-MFC), which is led by NERSC.
The TOPAZ4 system includes a coupled ocean-ice model and assimilation of in-situ and
satellite observations. Forecasts are updated daily, building on a weekly analysis cycle.
The reanalysis product, when completed, will cover the period 1991–2010. Products
include daily mean 3D fields of temperature, salinity and velocity, in addition to 2D
fields of surface height and sea ice parameters.

All Arctic products are freely available to registered MyOcean users. Discovery, viewing
and download services are found at www.myocean.eu.

Keywords: Arctic, ocean forecasting, satellite monitoring, real-time observations
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1. Introduction 
The Arctic Ocean and its adjacent seas are the object of increasing interest for politics,
business and science. Not only is the region a bellwether for climate change, it is also a
growing arena for transportation and resource exploitation, whose political and
commercial ramifications are significant. 

Norway has long had vital interests in the Arctic. Historical activities such as fisheries,
coastal transportation and scientific exploration have been supplemented in recent years
by the offshore petroleum industry and tourism. Insofar as the polar ice cap continues to
decline, the northeast passage will become a more heavily used shipping lane,
connecting North Atlantic countries with northern Asia. This increased traffic will all
pass between Norway and its sovereign territory Spitzbergen. Norway thus has a vested
interest in sustainable exploitation of resources, avoiding environmental detriments and
ensuring safety at sea. These are all aims that rely directly on the information supplied by
operational oceanography and marine meteorology. 

A major challenge for the nation is to exercise its vested interests based on a population
of only 5 million. The coastline is long and the adjacent sea areas are large. What is
more, the sea conditions near Norway are significantly determined by the conditions in
the ocean regions further afield: the Nordic Seas, the North Atlantic and the Arctic
Ocean. Clearly, Norway relies heavily on scientific knowledge of the ocean environment
in order to pursue its interests and has supported marine and weather research for over a
century. Over the years this support has resulted in a number of national and independent
agencies that address various aspects of marine science. The importance of operational
information was understood very early, notably by the establishment of the Norwegian
Meteorological Institute (met.no) in 1866, with a specific aim to ensure safety at sea.
Support for fisheries management was manifested in the Institute of Marine Research
(IMR), which originated in the Norwegian Fisheries Directorate in 1906 and was estab-
lished as a separate state agency in 1989. 

This paper describes the activities of four major Norwegian oceanographic agencies in a
specific Arctic research and development endeavour. This endeavour is part of the
European Commission R&D project MyOcean (www.myocean.eu), which aims to
design and build a marine core service for Europe. The MyOcean model of the core
service is based on six regional seas components supplemented by a global component,
and provides observations (in-situ and satellite), forecasts and multi-year time series.
One regional component of MyOcean is the Arctic, where the four Norwegian agencies
play a major role. In addition to met.no and IMR, the Nansen Environmental and Remote
Sensing Center (NERSC) and the Norwegian Institute for Water Research (NIVA)
participate in MyOcean and its Arctic components. 

The next section briefly describes MyOcean, its organisational model and the roles of the
Norwegian participants. Thereafter, we will describe more closely the contributions
made to the MyOcean service and show some examples. 

2. MyOcean and the Arctic
The proposed European marine core service intends to provide value-adding users with
ocean data and information products of known quality by efficient and agreed delivery
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mechanisms. The MyOcean approach to building the core service is founded on five
pillars: 

1. integration of models, in-situ observations and satellite data; 

2. build on existing capacities; 

3. focus on European value; 

4. free and open data policy; 

5. operationality. 

In addition, MyOcean acknowledges that the ocean has strong regional diversity, both in
physical and biological characteristics. As a consequence, the existing capacities that
MyOcean leverages, some developed over many years, tend also to be regional, and this
is reflected in the products and organisation of the production (see Figure 1). The MFCs
run assimilating model systems that produce analyses and forecasts, as well as reanalysis
time series; they are straightforwardly regional. The TACs produce observational data
products, both near-real-time and long time quality-controlled series. They are thematic,
essentially by platform; there are four TACs for satellite-based data and one for in-situ
observations. Still, each TAC provides regional products analogous to the MFCs. 

Figure 1  Schematic of the MyOcean production and service to users. Each of the five TACs and
seven MFCs are virtual Production Centres that encompass one or more physical Production Units
where the data production is performed. Each Production Center also has one or more Dissemi-
nation Units for delivery of data products.

The most important MyOcean products for the Arctic are produced in the Sea Ice &
Wind TAC (SIW-TAC) and the Arctic MFC (ARC-MFC), along with the Sea Surface
Temperature TAC (SST-TAC) and the In-Situ TAC (IS-TAC).

3. Norwegian contributions 
The contributions to production are summarised in Table 1. In addition, met.no provides
service management components for the SIW-TAC and ARC-MFC. 
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3.1 In-situ observations

A major challenge for the IS-TAC is to provide ready access to in-situ observations from
the wide range of data producers and owners around Europe. In the Arctic, in-situ
observing systems are relatively scarce, but the small number of data producers actually
makes the organisational problem somewhat easier. In the IS-TAC, both IMR and NIVA
provide coordination of data access as well as delivering observational data themselves. 

IMR has responsibility for the Arctic regional component of the IS-TAC, coordinating
the management of in-situ data from all sources. This is tasked to the Norwegian Marine
Data Center, which is a department of IMR. Within the MyOcean system, there is a
special emphasis on the provision of near-real-time (NRT) observations to the other
production centres, for example for routine validation of model predictions and satellite
retrievals. Therefore, much effort has been spent in facilitating access to in-situ observa-
tions as soon as possible after measurement. An example of data coverage for one month
is shown in Figure 2. The NRT observations include ship measurements (CTD, water
samples, Ferrybox) and measurements from autonomous vehicles (ARGO, surface
drifters). 

Figure 2  Sample overview of NRT in-situ observations in the European Arctic region available
from the In-Situ TAC. Shown are all data collected in April 2011.

Table 1 Norwegian participation in MyOcean Arctic production and delivery. “Lead” indicates
leadership of the corresponding Work Package in the MyOcean project.

MyOcean 
Production Centre

Participants Production Units Dissemination Units

SIW-TAC met.no (Lead), NERSC met.no, NERSC met.no

SST-TAC met.no met.no

IS-TAC IMR, NIVA IMR, NIVA

ARC-MFC IMR, met.no, NERSC (Lead) met.no, NERSC met.no, NERSC
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NIVA is responsible for coordinating all Ferrybox data available in European waters,
which includes some platforms operating in the Arctic and sub-Arctic, and for routines
for quality control of biogeochemical data from any types of oceanic observation
platforms. Ferrybox lines operating routinely in northern Europe as of September 2011
are shown in Figure 3. As said above, there has been a considerable effort to make these
observations available in NRT. 

Figure 3  Ferry Box routes accessed in MyOcean, September 2011.

3.2 Satellite observations

The SIW-TAC is managed by met.no, but is organised in two parts: one for sea ice
products and one for wind products. Of most interest for the Arctic are the sea ice
products; the wind products will not be described further here. 

The SIW-TAC provides a collection of existing and new NRT sea ice products from the
major European producers. Products include global, i.e., covering both the Arctic and
Antarctic, and regional data for the European Arctic, Greenland and the Baltic. The
global products derive mainly from the EUMETSAT Ocean and Sea Ice Satellite Appli-
cation Facility (OSISAF, osisaf.met.no), the high latitude part of which is hosted by
met.no. These products include gridded ice concentration (Figure 4), ice type, ice edge
and ice drift, and are provided by met.no as a collaboration between EUMETSAT and
MyOcean. Among the regional sea ice data products, NERSC produces ice type maps in
the European Arctic from Envisat ASAR swath data using an automated neural network
technique (Figure 5). The met.no Ice Service provides its daily ice concentration charts
for the Svalbard area. These are produced manually using all available satellite infor-
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mation and then gridded for digital dissemination. Additional Arctic regional sea ice
products are provided to the SIW-TAC by IFREMER, the Danish Meteorological
Institute (DMI) and the Danish Technical University (DTU). All SIW-TAC sea ice data
products are collated and delivered through the Dissemination Unit at met.no. 

Figure 4  OSISAF northern hemisphere ice concentration, 10 km resolution, daily updated. Ice
edge, type and drift also available. Produced by met.no.

Figure 5  Regional ice type from ASAR swath, 0.5 km resolution, produced by NERSC. Dark
blue: “calm open water without sea ice (with wind speed < 3 m/s) or nilas or only some start of
freezing stage”; light blue: “open water without sea ice (with wind speed > 3 m/s)”; light green
“any type of sea ice”.

In the SST-TAC, met.no provides a daily high-resolution SST analysis for the Arctic.
The analysis algorithm is developed in collaboration with DMI and combines data from
several satellite sensors, including AATSR, AVHRR SAFNAR, AVHRR NAVO_G,
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AMSRE, AVHRR Metop-A, depending on availability. Resolution is 0.05°. An example
is shown in Figure 6.

Figure 6  Analysed SST map on 0.05° grid, produced by met.no. Light grey area is ice. 

3.3 Analyses and forecasts

The ARC-MFC partnership is dominated by the three Norwegian participants, with
NERSC in the management role. For MyOcean, they have agreed on a general division
of duties in which NERSC provides the model and assimilation development, met.no
carries out the operational implementation and service provision, and IMR is responsible
for calibration and validation. This arrangement has proven beneficial since the ocean
modelling community in Norway is relatively small, and it is therefore important to
exploit the strengths of each partner. 

Figure 7  TOPAZ forecast field for sea surface temperature (colours) and ice concentration (heavy
purple contour lines). 
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The model and assimilation system used in the ARC-MFC is the TOPAZ system
developed at NERSC (Bertino and Lisæter, 2008, Sakov et al., 2011). It is built around
the HYCOM hydrodynamic model and includes a two-way coupled sea ice model.
Recently, the NORWECOM biological model, developed by IMR, has been coupled to
HYCOM in the TOPAZ system (Samuelsen et al., 2010). An Ensemble Kalman Filter
(EnKF) (Evensen, 2009, Sakov and Oke, 2008) is used to assimilate sea surface height,
SST, sea ice concentration and drift, and profiles of temperature and salinity. The model
system is run on a stretched grid of 12–16 km resolution covering the Arctic and North
Atlantic Oceans. Output is converted to regular grids (12.5 km) and daily mean fields for
dissemination to users. An example of the Arctic grid is shown in Figure 7. The output
product includes three-dimensional physical and biogeochemical parameters as well as
sea surface height and sea ice parameters. At present, the coupled ocean-ice-biology
system is run in real-time mode at met.no, using a weekly assimilation cycle and daily
forecast updates. It is run in reanalysis mode at NERSC in order to cover the period
1991–2010 with monthly mean user output on a regular 12.5 km grid. Real-time and
reanalysis data are delivered from Dissemination Units at met.no and NERSC, respec-
tively.

An important issue for the analysis and forecast system is the accuracy of the predictions.
To this end, considerable effort is made to provide the user with information on product
quality, quantified as validation metrics calculated against observations. A number of
metrics have been defined, and implemented in priority order according to what are
considered the most important ones from a user perspective: sea ice concentration first,
then ice edge position, ice drift, SST, temperature and salinity profiles, and finally sea
surface elevation. Metrics are updated weekly and published at myocean.met.no/ARC-
MFC/V1Validation/SeaIceConcentration.

Figure 8  Validation of TOPAZ ice edge location against observation from met.no ice chart in
Svalbard region. Metric is rms distance from observed ice edge to nearest ice edge grid point in
model. 

3.4 Service Provision

Provision of a reliable service to users is a cardinal aim of MyOcean. To that end, the
project is implementing a uniform program for service management, in which each
Production Center is responsible for practising agreed management processes. For the
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SIW-TAC and ARC-MFC, met.no is tasked with managing the service, although all
partners must necessarily contribute to its execution. 

The primary service to users is dissemination of data products, which is being imple-
mented via three basic functions: discovery, viewing and downloading. Discovery is
enabled by the MyOcean Online Catalogue, found at myocean.eu.org/web/24-
catalogue.php. Viewing and downloading rely on the THREDDS Data Server
technology, which provides MyOcean Dissemination Units with a common platform for
viewing by Web Mapping Services (WMS), file-by-file download by http and subset and
aggregation download via OpeNDAP. These services, along with standard ftp, are hosted
at met.no and IFREMER for the SIW-TAC, and at met.no and NERSC for the ARC-
MFC. Products from all MyOcean Production Centres are accessible to registered users
through the Catalogue using a uniform user interface. 

For the Norwegian participants, MyOcean provides a valuable opportunity to modernise
data dissemination methods and to implement needed service management practises. 

4. Conclusions
The four major Norwegian marine agencies presented in this paper are making valuable
contributions to the MyOcean project and, in return, are improving their ability to
provide useful and robust products and services to users. Not least, the collaborative
spirit that has been established is a benefit to operational oceanography in Norway. It is
not surprising that their most important activities in MyOcean are focused on the Arctic.
This is a confirmation of the importance of the Arctic for the nation.

MyOcean is a development project and is a step toward implementing a marine core
service for Europe. Norwegian partners have established a very strong presence in the
Arctic components of MyOcean and expect to continue as MyOcean transitions to a fully
operational marine core service.
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The MyOcean Monitoring and Forecasting Centre for 
the North West European Continental Shelf 

Abstract
The North West European Continental Shelf Monitoring and Forecasting Centre (NWS
MFC) is one of the operational production centres of the GMES FP7 MyOcean project. It
is based around the established operational expertise and infrastructure of the NOOS
community, with contributions from operational and research centres around the region.
A number of operational services have existed for marine monitoring and forecasting of
the region for many years. The NWS MFC builds on these services, and the expertise
gained from running them, with the aim of providing a world-leading service delivering
the best available ocean hindcast, nowcast and forecast products, free of charge at the
point of delivery. The focus of the NWS MFC has been on developing the three strands
required to provide a service that users can rely upon: the products, the system (IT infra-
structure for robust production and delivery) and the service (documentation, processes
and support personnel). Significant advances have been made in all three areas, with a
fully supported service now available that provides hindcast, nowcast and forecast
physical and biogeochemical ocean data.

Keywords: North West Shelf, NOOS, operational modelling, MyOcean, NEMO,
ROMS, ERSEM, NORWECOM

1. Introduction 
The North West European Continental Shelf Monitoring and Forecasting Centre (NWS
MFC) is one of the operational production centres of the GMES FP7 MyOcean project.
At its inception the NWS MFC activities were designed around a community of opera-
tional centres that have a history of delivering services to government to industry and to
the public. This community had come together under the banner of the North West Shelf
Operational Oceanography System (NOOS; www.noos.cc). The MyOcean NWS MFC
has built upon that collaboration and cooperation to deliver improved products, systems
and services for users of the Marine Core Services in the NOOS region. All partners in

John Siddorn*1, Alex Arnold1, Karen Edwards1, Rachel Furner1, Bruce Hackett2, 
Pat Hyder1, Enda O’Dea1, José Ozer3, Simon Jandt4, Frank Janssen4, Stephanie 
Ponsar3, Alistair Sellar1, Morten Skogen5, Peter Sykes1, Sarah Wakelin6, and 
James While1 

1Met Office, Exeter, United Kingdom
2met.no, Oslo, Norway
3Management Unit of the North Sea Mathematical Models, Belgium
4Bundesamt für Seeschifffahrt und Hydrographie, 20359 Hamburg, Germany
5Institute of Marine Research, Bergen, Norway
6National Oceanography Centre, Liverpool, UK
* Corresponding author, email: john.siddorn@metoffice.gov.uk



The MyOcean Monitoring and Forecasting Centre for the North West European Continental
Shelf

122
the NWS MFC are active NOOS contributors, bringing expertise in modelling, observa-
tions and product evaluation to the group. 

The aim of the MyOcean NWS MFC has been to provide operational, fully validated
products free of charge to all marine users. These products include ocean model based
information for the past (through hindcasts of the marine environment of the last fifty
years), the present and for short-range forecasts. It does not provide observation based
products.

The European North West Shelf region is a shallow seas dominated region (Figure 1),
with a broad shelf with strong tides. The impact of the North-Atlantic is important in that
shelf-slope exchange processes have a significant influence upon the highly utilised
coastal areas, and therefore it is important to effectively monitor and predict the
behaviour of the North-East Atlantic, although in the context of the NWS MFC the main
aim is to provide information on the shelf region.

Figure 1  The NWS MFC region, showing the bathymetry of the off-shelf region (left) and the
shelf region (right) in metres. The demarcation between the two, with the exception of the
Norwegian Trench region, follows the 200 m contour line.

Shipping, oil and gas exploration and fishing industries are significant users of the NWS
marine area, whilst the heavily industrialised and densely populated northern European
countries that have coastlines around the NWS region mean that human interaction with
the marine environment (both as a user and a polluter) is high here. This history of
marine activities means that marine services are relatively mature, especially where there
is a direct impact upon coastal communities. There are therefore a significant number of
advanced operational services, including for example wave and storm surge forecasts,
around the region. The use of three-dimensional hydrodynamic ocean models, often
coupled to biogeochemistry models, is also relatively mature in the region with many
NOOS members operationally supporting services that provide hydrodynamic and
ecosystem monitoring and forecasting independently from the Marine Core Service. The
challenge for the Marine Core Service NWS MFC is therefore not to build something
new, but to develop a service that can add value to the presently available services either
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through improving upon them by driving standards of products and service up, or
through providing a resource upon which they can gain benefit and therefore improve.

This paper outlines how this added-value has been, or is being, achieved. It will describe
the activities of the NWS MFC giving, firstly, a brief description of the products that will
be provided then a summary of the progress made or expected in improving the quality
of those products. Then the paper will describe how the service to users has been
developed to include an in-depth, user-focused, evaluation of the quality of the products.

2. The NWS MFC products
The MyOcean Marine Core Services, and thus the European North West Shelf
Monitoring and Forecasting Centre (NWS MFC), categorises its services under four
areas of use: maritime safety; marine resources; coastal and marine environment; and
weather, seasonal forecasting & climate. Each of these has different requirements both
with respect to the service and the products. An important aspect of developing the
service is to understand the user requirements for products and to provide a product
portfolio that meets these requirements.

The NWS MFC must provide products to support activities that contribute to safety at
sea. These include ship routing services, offshore operations and search and rescue
operations. The products must also contribute to oil spill response and remediation. Key
users expected to take advantage of NWS MFC products are the European Maritime
Safety Agency (EMSA), users delivering assessments for the Convention for the Marine
Environment of the North East Atlantic (OSPAR) and national maritime safety agencies.
The NWS MFC must provide products that contribute to the protection and the
sustainable management of living marine resources in particular for aquaculture, fishery
research or regional fishery organisations. Any ecosystem-based approach to fish stock
management also benefits from this information. Key users in this context are ICES
(International Council for the Exploitation of the Sea), the FAO (Food and Agriculture
Organization of the United Nations) and national fisheries agencies. The NWS MFC
must provide products useful for water quality monitoring and pollution control, in the
context of the Marine Strategy Framework Directive in particular. Key users in this
context are EEA (The European Environment Agency), OSPAR and national environ-
mental agencies. Finally, the NWS MFC must provide products useful in support of
weather, seasonal and climate prediction services. National and European Weather
Services and Climate Research centres should benefit from the NWS MFC products, for
example as bottom boundary conditions for atmospheric models.

As well as directly supplying these users, the NWS MFC must provide information that
allows national bodies the ability to downscale to their coastal regions effectively to
provide the above information on a national level. This broad remit introduces often
conflicting demands for products, with key users requiring a variety of parameters at a
range of resolutions (both temporal and spatial) and over differing timescales (long
hindcasts versus short-range forecasts versus long-range predictions). The products that
are detailed in Table 1 are a synthesis of these requirements into one product set,
although it is anticipated that as resource availability increases and our understanding of
user requirements improve, the products may be adapted accordingly. The need for users
to have sustainability in the service is, however, well recognised and therefore the
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product list will be maintained or expanded, and there is no expectation of products that
are used being removed.

The forecast services are provided by the operational meteorological centres of the UK
and Norway (the Met Office and met.no), with the nominal service being provided by the
Met Office and a backup forecast being available to operational users from met.no. The
hindcast products are provided by the Institute of Marine Research, Bergen (IMR) and
the National Oceanography Centre, Liverpool (NOC). The dissemination of products is
from operationally supported servers maintained at the Met Office and met.no, with full
redundancy in the production. Dedicated servers running the MyOcean specific delivery
mechanisms are maintained at the Met Office and met.no, providing robust, timely and
efficient delivery of the products via mechanisms defined by MyOcean. A subsetting
service has been designed by MyOcean that provides a technically advanced, but still
evolving, method for delivery of data and the NWS MFC has also retained the more
traditional method of data delivery via FTP.

Since the beginning of the MyOcean project the NWS MFC team has been developing
the products as well as the service. There is a continuous cycle of research and devel-
opment that leads to incremental improvements in the models that underpin the

Table 1 The NWS MFC product details

42°N – 60°N, 20°W – 13°E
North West European Shelf Monitoring and Forecasting Centre (NWS MFC)

Forecast Service (A) Forecast Service (B) Hindcast Service

Temporal 
resolution

Hourly instantaneous 25h mean Monthly mean

Parameters 
available
 

T T light atten T light atten

S S Chl-a S Chl-a

SSH O2 SSH O2

U U DOP U DOP

V V DON V DON

plankton biomass plankton biomass

1° productivity 1° productivity

Horizontal 
resolution

~7km ~7km ~12km

Vertical 
levels

Top, middle, bottom 0, 3, 10, 15, 20, 30, 50, 75, 
100, 125, 150, 200, 
250,300, 400, 500, 600, 
750, 1000,1500, 2000, 
3000, 4000, 5000

0, 3, 10, 15, 20, 30, 50, 75, 
100, 125, 150, 200, 
250,300, 400, 500, 600, 
750, 1000,1500, 2000, 
3000, 4000, 5000

Update 
frequency

Daily Daily ~annual – biannual

Time range Analysis “best-guess” 
March 22nd 2011 on 
5 day forecast

Analysis “best-guess” 
March 22nd 2011 on 
5 day forecast

January 1960 – December 
2004

Target 
delivery time

0900 UTC daily 0900 UTC daily Per version
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production. Some particularly important changes have been made to the modelling
systems. The Met Office forecast production has been updated from the Medium-
Resolution Continental Shelf (MRCS; Siddorn et al., 2006) configuration based upon the
POLCOMS ocean model (Holt and James, 2001) coupled with the ERSEM ecosystem
model (Blackford et al., 2004) system to the Atlantic-Margin Model (AMM; O’Dea et
al., submitted) configuration based upon the NEMO model (Madec, 2008) coupled to
ERSEM. This has meant the ability to use the Optimal Interpolation (OI) data assimi-
lation scheme (Martin et al., 2007) already used at the Met Office for the open ocean
Forecasting Ocean Assimilation Model (FOAM; Storkey et al., 2010) suite of configura-
tions. For the moment the data assimilation is limited to the use of sea-surface temper-
ature (SST) data, although in future this will be extended to other data types. 

The backup forecast is provided from the met.no/IMR ocean-ecosystem model, which
covers the NW Shelf and Nordic Seas and includes the MIPOM (Engedahl, 1995) ocean
model coupled to the NORWECOM ecosystem model (Søiland and Skogen, 2000) and
an ice model. This system is run on native grids of 4 km (MIPOM physics) and 20 km
(NORWECOM ecosystem). Output data are interpolated onto the same grid and with the
same format as the nominal forecast model, thereby ensuring the user can seamlessly
transition from using the nominal forecast to the backup when required. The backup
system is also in the process of being overhauled, and a ROMS based configuration
(Shchepetkin and McWilliams, 2005, Haidvogel et al., 2008) is being trialled in parallel
operations. A data assimilation component building on the ROMS 4DVar code (Moore
et al., 2011a, b, c) is being developed for the system. Transition to delivering the backup
products from the ROMS based system is expected shortly for the physics parameters,
followed by an offline ecosystem (using NORWECOM) coupling in early 2012.

Two modelling systems are used to produce hindcast products for the NWS MFC, one
from the Institute of Marine Research (IMR) and one from the National Oceanography
Centre (NOC). These are different systems but they provide products on the same grid
and at the same horizontal resolution for ease of interoperability. For the NOC simula-
tions the physical model used is the POLCOMS-ERSEM described above. The IMR
simulations use the NORWECOM system (Søiland and Skogen, 2000). NORWECOM,
or the NORWegian ECOlogicalModel system, is a coupled 3 dimensional physical,
chemical, biological model system for studying of primary production and dispersion of
particles (such as fish larvae and pollution). The model was originally developed for
simulations in the North Sea and Skagerrak, but has also been used in the Norwegian
Sea, the Barents Sea and the Benguela. The set-up for the NORWECOM hindcast is
fully described in Hjøllo et al., (2009) and Skogen & Mathisen (2009).

The hindcast production systems are also under development and, in the medium-term
for example, the NOC production of hindcasts is expected to follow the forecast
production at the Met Office and use an assimilative NEMO-ERSEM AMM configu-
ration.

As well as improving the modelling systems underpinning the production, the products
are expected to be improved through the improved specification of inputs to the systems.
Much of the NWS domain is heavily influenced by river inputs; effort is being made to
improve both the quality of the inputs, which are presently climatological, as well as
working with the hydrological modelling community to assess the use of real-time
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modelled river inputs to the system. Another input that strongly influences the NWS is
the exchange of heat and freshwater between the Baltic Sea and the Kattegat through the
narrow openings at the Great and Little Belts. Work is being done with colleagues from
the Baltic modelling community to better specify the boundary condition in this region,
which is expected to lead to improvements in the freshwater distribution through the
North Sea.

In the longer term, the community will be looking at more fundamental changes in how
we provide marine products, with many of the NWS MFC partners undertaking research
in atmosphere-wave-ocean coupling to improve the way air-sea exchange is modelled.
Better forecasts are also expected to be possible through the use of ensemble based
systems, and in the future there will be effort to develop multi-model ensembles to
provide estimates of the uncertainty and/or error in the product, perhaps in the future
leading to the ability to provide probabilistic forecasts instead of (or as well as) the
presently available deterministic forecasts.

3. Quality Information 
As part of the NWS MFC service there are a number of activities that focus on assessing
the quality of the products provided. Under the MyOcean nomenclature, which is
different from that often used in operational oceanography, there is a “calibration” phase
and a “validation” phase. The calibration phase refers to the activity prior to introducing
a production change that assesses the suitability of a change to the production system
(generally a model or assimilation change) for introduction to operations. It does not
directly assess the product or give any information that can be directly associated with
the quality as would be seen by users, but does assess whether the change being intro-
duced is likely to lead to improvements. This is normally associated, in the case of
forecast models, with running test cases (normally a number of years in the recent past).
This generally uses old forcing and different input data (where data assimilation is used)
and is confusingly what many of us are used to as referring to as validation. The
validation phase refers to the period post implementation where the products are created
and assessed (for the forecasts) in close to real-time. For the hindcast production, this is
an assessment of the full hindcast and so more closely reflects the normal meaning of
validation. MyOcean requires that a scientific calibration and subsequently scientific
validation report is produced prior to approval for release of products. This provides
assurance that the Marine Core Service products made available for the NWS MFC are
of high quality. However, these documents are technical documents designed for internal
decision making processes, and do not provide the sort of information that may be of use
to users of the NWS MFC products. An additional document has therefore been
produced, the Quality Information Document (QuID) that is designed to provide a
synthesis of available quality information that allows users to judge when and how to use
the products. 

These documents are available from the MyOcean web site (www.myocean.eu). A
summary of the key quality information as it reflects the quality of NWS MFC products
is given in the sections below.
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3.1 Synthesis of Forecast Quality

A short synthesis of the quality of the Met Office NWS MFC forecast production, based
on extensive evaluation of the system, is given here. More details can be found in O’Dea
et al. (submitted) or in the NWS MFC QuID.

The propagation of the harmonic tides components shows a RMS error of sea surface
elevation of 18 cm for the M2 tide and of 6 cm for the S2 tide. The surge elevations have
been compared to a limited number of stations in the North Sea, located in the German
Bight, along the Dutch, Belgian and UK coasts. In most cases, the correlation coefficient
is high (~0.95). The validation of currents speed against HF radar observations in the
Liverpool Bay shows correlations of 0.82 for hourly currents. Because of the lack of
observations the transports have been assessed by model inter-comparison to BSH and
MUMM models. Results indicate a good agreement between the three models for daily
fluxes of volume, heat and salt. The SST is well represented over the whole area. The
temperature profiles are well represented by the model and errors in the full domain are
dominated by off-shelf observations. For the sea surface salinity, the model underesti-
mates the influence of the freshwater discharge by the rivers Scheldt, Rhine and Meuse
in the Belgian waters. This could partly result from the aggregation of the three outflows
or from the use of river runoffs from climatology. The chlorophyll-a concentration has
been analysed at three levels i) the whole domain, ii) regional areas, iii) locally (stations
in the Southern North Sea and English Channel). The spatial and temporal variability are
significantly underestimated by the model.

3.2 Synthesis of Hindcasts Quality

A short synthesis of the quality of the NWS MFC hindcast production, based on
extensive evaluation of the system, is given here. More details can be found in the NWS
MFC QuID.

The IMR simulations capture the main features of the hydrography, although the
southern North Sea salinity values are too low. For the volume transports, the Skagerrak
and English Channel inflows are comparable with observations. In the north, the inflow
in the eastern region is close to the estimates based on observations, while the inflow at
the Shetland Shelf is weaker than observations suggest. Heat content is well represented
by the model compared to observations. For the winter nutrients there is good agreement
between the modelled and measured long-term means for three out of four cases. Chloro-
phyll data show a large discrepancy and less variability in the model compared to
measurements. Chlorophyll-a is clearly underestimated especially near the coast. This
appears to be a problem in many models (OSPAR, 2008), even if most North Sea models
give realistic estimates for the primary production (Moll and Radach, 2003). In the
Skagerrak the model misses some of the saline and nutrient rich Atlantic water. The
water is present at the correct depth further northwest in the Norwegian Trench, but is
not found inside the Skagerrak. This is caused by a relatively coarse resolution (see e.g.
Albretsen & Røed, 2010). There is also a problem simulating the salinity in the
Norwegian Coastal current due to the use of climatological fresh water run off to the
Baltic Sea (Røed and Albretsen, 2007).

Comparison of NOC simulated SST with AVHRR satellite data shows broad agreement
on seasonal timescales. Mean errors on the continental shelf are generally less than 1°C.
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Comparison with World Ocean Database temperature and salinity observations show the
model is generally too cold and too fresh. Exceptions to this are a broad region through
the central North Sea and isolated regions in the deeper off-shelf water, where the model
is too warm and too salty. The dissolved oxygen concentration is mainly underestimated
but with skill on the continental shelf, although in the deep water north of 60°N the
agreement between model and observations is poor. Nitrate levels are overestimated by
the model but with skill in most regions except for the central North Sea. Apart from
around the English coasts and the south-eastern North Sea, phosphate is generally
overestimated by the model. The modelled chlorophyll tends to be underestimated on the
shelf and overestimated compared to the sparse open ocean observations

4. Conclusions
A community of operational and research centres with expertise in numerical ocean
prediction, built around the NOOS association, has come together to develop the
MyOcean North West Shelf Monitoring and Forecasting Centre. The Centre is a regional
component of the emerging European Marine Core Service, whose aim is to deliver a
service based on good, and known, quality products freely available to all users. This
paper demonstrates the success of the NWS MFC, and the MyOcean project, in taking
the steps to providing an operational service that combines products, delivery mecha-
nisms and service infrastructure. An understanding and communication of the quality of
the products and service is also being made available.
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The Mediterranean Monitoring and Forecasting 
Centre, a component of the MyOcean system

Abstract
Within the Global Monitoring for Environment and Security programme (GMES) and its
Marine Service Fast Track, MyOcean consolidates the past efforts in pre-operational
ocean monitoring and forecasting capacity in Europe. The Mediterranean Monitoring
and Forecasting Centre (Med-MFC) is one of the regional production centres of the
MyOcean system (www.myocean.eu). The Med-MFC is therefore the operational centre
for the provision of basic modelling datasets that are at the basis of the continuous
monitoring and forecasting of the marine environment for this region. This system is
composed of two key elements coupled off-line: Med-currents for the physical system,
and Med-biogeochemistry, for the biogeochemical component. The system produces 10-
day forecasts daily for Med-currents and twice weekly for Med-biogeochemistry.

The MyOcean system is operational since December 2009 and is periodically updated.

Keywords: Mediterranean Sea, ocean forecasting, operational oceanography

1. Introduction 
The development of the components of the MyOcean Med-MFC started more than ten
years ago in the frame of several EU projects and since year 2009 is part of the MyOcean
system. This system is composed of two key elements coupled off-line: Med-currents for
the physical system, and Med-biogeochemistry, for the biogeochemical component. 10-
day forecasts are produced daily by Med-currents and twice weekly by Med-biogeo-
chemistry. Med-currents products also include the daily analyses produced once a week
for the past fifteen days. All the Med-MFC products are available via the MyOcean
catalogue and MyOcean download facilities. 

2. Description of Med-Monitoring and Forecasting System
The Med-MFC system is made up of three different components (Figure 1):

• Med-currents nominal production/dissemination unit
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• Med-biogeochemistry production/dissemination unit

• Med-current back-up production/dissemination unit.

The three components are developed and maintained respectively by INGV, OGS and
HCMR.

Figure 1  Med-MFC components: Med-currents nominal, Med-biogeochemistry and Med-currents
back-up.

The numerical model component of Med-currents is composed of two elements: an
Ocean General Circulation Model (OGCM) and a Wave Model. The OGCM code is
NEMO-OPA (Nucleus for European Modelling of the Ocean-Ocean PArallelise) version
3.2 (Madec et al., 2008). The code is developed and maintained by the NEMO-
consortium. The model is a primitive equation in spherical coordinates. The Wave
Model is based on the WAM (Wave Analysis Model) code. NEMO-OPA has been
implemented in the Mediterranean with a horizontal resolution of 1/16°×1/16° and 72
unevenly spaced vertical levels (Oddo et al., 2009). The off-line coupling between
NEMO and WAM is done as follows. The NEMO model provides a first guess of SST
and surface currents which are used by the WAM model. The neutral drag coefficient
computed by WAM is used by the NEMO model and modified in order to take into
account the stability conditions at the air-sea interface. The Digital Bathymetric Data
Base Variable Resolution (DBDB-V) has been used to make the hydrodynamic and
wave model coastline and bathymetry. The bathymetry has been manually interpolated
along the Croatian coast by a comparison with detailed nautical chart. The two models
cover the entire Mediterranean Sea and also extend into the Atlantic in order to better
resolve the exchanges with the Atlantic Ocean at the Strait of Gibraltar.

The wave model takes into consideration the surface currents for wave refraction but
assumes no interaction with the ocean bottom. The model uses 24 directional bins (15°
directional resolution) and 30 frequency bins (ranging between 0.05 Hz and 0.7931 Hz)
to represent the wave spectra distribution.
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The hydrodynamic model is nested, in the Atlantic, within the monthly mean climato-
logical fields computed from ten years of daily output of the 1/4°×1/4° global model
(Drevillon et al., 2008). Details of the nesting technique and major impacts on the model
results can be found in Oddo et al., 2009. The model uses vertical partial cells to fit the
bottom depth shape.

The model is forced by momentum, water and heat fluxes interactively computed by
bulk formulae using the 6-h, 0.25° horizontal-resolution operational analyses and
forecasts fields from the European Centre for Medium-Range Weather Forecasts
(ECMWF) and the model predicted surface temperatures (details of the air-sea physics
can be found in Tonani et al., 2008). The water balance is computed as Evaporation
minus Precipitation and Runoff. The evaporation is derived from the latent heat flux
while the precipitation and the runoff are provided by monthly mean datasets: the
Climate Prediction Center Merged Analysis of Precipitation (CMAP) Data (Xie and
Arkin, 1997); the Global Runoff Data Centre dataset (Fekete et al., 1999) for the Ebro,
Nile and Rhone and the dataset from Raicich (1996) for the Adriatic rivers (Po, Vjosë,
Seman and Bojana). The Dardanelles inflow is parametrised as a river and the   climato-
logical net inflow rates are taken from Kourafalou and Barbopoulos (2003). 

The horizontal viscosity and diffusion operators are assumed to be bi-laplacian with
coefficients of 5×109 ms-1 and 3×109 ms-1 for viscosity and diffusion respectively. The
vertical diffusion and viscosity terms are dependent upon the Richardson number. The
vertical convective processes are parametrised using the enhanced vertical diffusivity
parametrisation. The model time step is of 600 seconds. The advection scheme for active
tracers (temperature and salinity) is a mixed up-stream/MUSCL (Monotonic Upwind
Scheme for Conservation Laws (Estubier and Lévy, 2000)) scheme. The up-stream
scheme is used in proximity of the river mouths, close to the Atlantic lateral boundaries
and at the Gibraltar Strait where the large mixing acting in the area of the Strait of
Gibraltar, due to the internal wave and tide breaking, is not explicitly resolved by the
model and therefore the vertically diffusivity is also artificially increased. The data
assimilation system is the OCEANVAR scheme developed by Dobricic and Pinardi
(2008). The background error correlation matrix is estimated from the temporal varia-
bility of parameters in a historical model simulation. Background error correlation
matrices vary seasonally and in 13 regions of the Mediterranean which have different
physical characteristics (Dobricic et al., 2006). The mean dynamic topography used for
the assimilation of SLA has been computed by Dobricic et al. (2005). The assimilated
data include: sea level anomaly, sea surface temperature, in-situ temperature profiles by
VOS XBTs, in-situ temperature and salinity profiles by ARGO floats, and in-situ
temperature and salinity profiles from CTD. Satellite OA-SST data are used for the
correction of surface heat fluxes with the relaxation constant of 40 Wm-2K-1.

Med-biogeochemistry is coupled off-line to Med-currents which provides the physical
forcing in terms of velocity, temperature, salinity, irradiance, eddy diffusivity and wind
speed fields (Lazzari et al., 2010). The model of Med-biogeochemistry is based on the
OPA Tracer model (v8.1) coupled with the BFM model. The BFM (Biogeochemical
Flux Model) is an ERSEM-like (European Regional Seas Ecosystem Model) model
based on fluxes of elements (carbon, phosphorous, nitrogen and others) among chemical



The Mediterranean Monitoring and Forecasting Centre, a component of the MyOcean
system

134
functional families and living functional groups. A detailed explanation and description
of Med-biogeochemistry can be found in Teruzzi et al. (2011).

The Med-currents component has a back-up production and dissemination unit based on
a simplified version of the Med-currents system without the wave-currents coupling and
data assimilation. The back-up system is initialised every day from the nominal system
initial conditions in order to avoid discontinuity between the products of the two
production lines. The format of the products is the same in order to reduce as the impact
on the users much as possible. The back-up products are released only in case of major
failure of the nominal production.

The MyOcean Service Desk provides all the information and support needed to the users
to switch to the back-up products in case of unavailability of the nominal products.

Figure 2  Med-MFC production cycle for the two components Med-currents and Med-biogeo-
chemistry.

3. Med-MFC products
Every day (J) the Med-currents system produces 10 days of forecast from J to J+9, as
shown in Figure 2.

On Tuesdays, 15 days of analyses are produced, from J-15 to J-1, with the assimilation of
all the available satellite and in-situ data. The Med-biogeochemistry 10-day forecast is
produced twice weekly on Tuesdays and Fridays (see Figure 2).

On all days except Tuesdays a 24-hour simulation is computed (from J-1 to J) in order to
have the best initial condition for the forecast. The simulation differs from the first day of
forecast produced the previous day (J-1) for the atmospheric forcing which is an analysis
field instead of a forecast.

Med-currents products are:
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• Sea level

• Temperature

• Salinity

• Horizontal currents

• Horizontal currents due to the Stokes drift (from January 2012)

• Wave number (from January 2012).

Med-biogeochemistry products are:

• Chlorophyll

• Nutrients

• Dissolved Oxygen concentration (from January 2012)

• Primary production (from January 2012)

• Phytoplankton biomass (from January 2012)

Some products are already available in the MyOcean catalogue while others will be
added in January 2012 when the MyOcean system is going to be upgraded.

The products are available to the users as soon as they are produced and time series of
the analysis fields are available for the past years. The users can therefore select the time
frame of the datasets and also if needed the geographical sub-domain.

All the production phases are monitored and checked by the MyOcean system in order to
manage as soon as possible any possible failures, problems and degradation of the
products.

All the products are validated and assessed in near real time via comparison with
dependent and semi-independent observations (Tonani et al., 2009). A real time network
has been developed for this purpose in collaboration with the MOON community
(Mediterranean Operational Oceanography Network) in order to collect all the available
moored observations for temperature, salinity, currents and sea level. All the information
collected via this network are elaborated by ad hoc-software in order to evaluate the
quality of the Med-MFC products (gnoo.bo.ingv.it/myocean/calval).

The system capabilities to reproduce the Ierapetra gyre (Popov, 2004; Marullo, 2003)
has been assessed with work performed in collaboration with the In-situ TAC (Thematic
Assembly Centre) of MyOcean. The Iera-Petra gyre is a seasonal structure with inter-
annual variability which is located south of Crete in the Levantine basin and has an
anticyclonic structure. Figure 3 shows a sequence of Med-currents Sea Surface Height
field with the superimposition of the trajectory of an Argo float (dark line) for the period
September–December 2010. The model is well able to reproduce the structure and its
temporal evolution. 



The Mediterranean Monitoring and Forecasting Centre, a component of the MyOcean
system

136
Figure 3  Sea Surface Height maps and Argo float trajectories for September, October, November
and December 2010 in the Levantine Basin.
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The MyOcean IBI-MFC: A new operational ocean 
forecast service for the IBI-ROOS area

Abstract
The MyOcean project (FP7) is dedicated to implementing the GMES Marine Core
Service for ocean monitoring and forecasting, dealing with environment, security and
resources. MyOcean aims to deliver regular and systematic reference information on the
state of the oceans and European regional seas (www.myocean.eu). Inside the MyOcean
sub-system structure, the IBI Monitoring and Forecasting Centre (IBI-MFC) is respon-
sible for operationally generating daily ocean predictions for the IBI-ROOS area. 

The IBI-MFC Service provides daily 5-day forecasts of 3D daily mean fields for temper-
ature, salinity, sea surface height, zonal and meridional velocity, as well as hourly mean
values of surface fields (sea surface height, surface currents and temperature). This new
operational service is available from September 2011. 

The IBI-MFC Operational Ocean Forecast system is based on a regional NEMO model
application which includes high frequency processes of paramount importance for
characterising regional scale marine processes (i.e. tidal forcing, surges and high
frequency atmospheric forcing, fresh water river discharge, etc.). This 1/36º eddy
resolving application, nested in the MyOcean global system and using ECMWF atmos-
pheric forcing, has been implemented inside new operational suites. 

Scientific quality is one of the criteria which will guide continuous improvement of
MyOcean products, and therefore product validation arises as a key issue for the IBI-
MFC. An exhaustive validation in order to provide an overall assessment is performed
by means of a routine check against metrics computed using available observations (both
satellite and in-situ sources included). Comparisons with other previous existing ocean
forecast systems in the IBI area are also performed.   

Keywords: MyOcean, IBI-ROOS, operational forecasting, NEMO, ocean model
validation 

1. The MyOcean IBI Monitoring and Forecasting Centre
MyOcean is the main European Project (FP7) dedicated to implementing the GMES
Marine Core Service for ocean monitoring and forecasting, dealing with environment,
security and resources. MyOcean aims to deliver regular and systematic reference infor-
mation on the state of the oceans and European regional seas (www.myocean.eu). The
MyOcean system is composed of 14 subsystems: 5 observation Thematic Assembly
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Centres (TACs), dealing with observational data organisation and dissemination, 7
Monitoring and Forecasting Centres (MFCs) responsible for operational generation of
daily ocean forecasts and analysis and reanalysis products, together with an unified web
portal and an Information System.

Inside this MyOcean sub-system structure, the IBI Monitoring and Forecasting Centre
(IBI-MFC) is responsible for operationally generating daily ocean prediction for the IBI-
ROOS area, covering the whole of the European Atlantic facade and providing services
from the Canary Islands to Ireland. Puertos del Estado (PdE) and Mercator Océan (MO)
are the two Production Centres in charge of most of the IBI developments, maintenance
and production issues. Nevertheless, as can be seen in the full IBI-MFC scheme (Figure
1), some other institutions participate as IBI-MFC partners. 

Figure 1  IBI-MFC internal organisation: Partners involved by task.

2. The IBI-MFC Service 
The operational IBI Ocean Analysis and Forecasting system provides a daily 5-day
hydrodynamic forecast (+ 1 day of hindcast, generated as best estimate) including high
frequency processes of paramount importance for characterising regional scale marine
processes (i.e. tidal forcing, surges and high frequency atmospheric forcing, fresh water
river discharge, etc.). The system is currently based on a (eddy-resolving) NEMO model
application run at 1/36º horizontal resolution driven by ocean and meteorological forcing
and it provides ocean predictions for the area shown in Figure 2 (left).

Figure 2  IBI MFC spatial coverage. Left: IBI service domain (available from IBI-V1release;
launched on 1st April 2011). Right: coverage of the IBI-V0 (PdE ESEOAT system), starting point
of the IBI system at the beginning of MyOcean Project. SST fields depicted. 
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The operational suite implemented to generate this IBI-MFC service daily consists of
complex software that includes procedures that aim to automate and ensure: 

1. Availability (and correct use) of input data from different sources (provided by
different institutions through different machine servers) 

2. Execution of the IBI model application 

3. Generation of IBI-MFC products from model outputs

4. Storage and dissemination of IBI-MFC products 

5. Validation and quality verification of IBI-MFC products. 

The degree of complexity reached by this operational suite in order to ensure the daily
IBI-MFC service also means an increase of the associated risk of some component
failure, with a potential impact on the service availability. In order to minimise the
potential impacts that may lead to a service outage and thus to enhance operational
robustness, two mirror systems are being running in parallel – the nominal system at PdE
the back-up at MO. 

The IBI MFC Forecast System generates a daily Forecast bulletin as the primary user-
oriented product, which includes predictions for a 5-day forecast horizon. Daily averages
of 3D fields are provided for the following variables: temperature, salinity, zonal and
meridional velocity components and sea surface height. Additionally, hourly frequency
data is provided for SST, surface currents, sea surface height and barotropic velocities.
All the IBI-MFC data products, just like the rest of MyOcean products, are generated in
standard NetCDF format (www.unidata.ucar.edu/software/netcdf/).

IBI-MFC products are included in the MyOcean product catalogue, and disseminated
through the MyOcean web portal (www.myocean.eu) which works as single point of
access to any MyOcean data for advanced download and viewing. Figure 3 illustrates an
example of navigation through the MyOcean catalogue for downloading data and an
example of on-line viewing of IBI-MFC products. Through these tools, any user can
access the IBI-MFC products from a 1-year live rolling archive (starting on 1 April
2011). 

Figure 3  Left: Screenshot of the MyOcean catalogue to download IBI data; Right: Screenshot of
the WebMapServer implemented for IBI-MFC products on-line viewing. 
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Furthermore, and in order to encourage the use of MyOcean products, there is a
MyOcean Service Desk which provides end-users with any information needed to start
with MyOcean data. This Service Desk also provides answers to any further question
that may arise to any user on MyO products. 

3. The IBI-MFC Model Application 
The NEMO model (Madec, 2008) solves the three-dimensional finite-difference
primitive equations in spherical coordinates discretised on an Arakawa-C grid and 50
geopotential vertical levels (z coordinate). It assumes hydrostatic equilibrium and Bouss-
inesq approximation and makes use of a non-linear split explicit free surface to properly
simulate fast external gravity waves such as tidal motions. Partial bottom cell represen-
tation of the bathymetry allows an accurate representation of the steep slopes character-
istic of the area. The model grid is a subset of the global 1/12° ORCA tripolar grid also
used by the parent system (that provides initial and lateral boundary conditions) but
refined at 1/36° horizontal resolution (~2 km). The delivered products are bilinearly
interpolated on a regular longitude/latitude 1/36° grid. Vertical mixing is parametrised
according to a k-ε model implemented in the generic form proposed by Umlauf and
Burchard (2003) including surface wave breaking induced mixing, while tracers and
momentum subgrid lateral mixing is parametrised according to bilaplacian operators.

The IBI run is forced every 3 hours with atmospheric fields (10-m wind, surface
pressure, 2-m temperature, relative humidity, precipitations, shortwave and long-wave
radiative fluxes) provided by ECMWF. CORE empirical bulk formulae (Large and
Yeager, 2004) are used to compute latent sensible heat fluxes, evaporation and surface
stress. Solar penetration is parametrised according to a two-band exponential scheme
with monthly climatological attenuation coefficients built from Seawif satellite ocean
colour imagery. Lateral open boundary data (temperature, salinity, velocities and sea
level) are interpolated from the daily outputs from the MyO Global eddy resolving
system. These are complemented by 11 tidal harmonics (M2, S2, N2, K1, O1, Q1, M4,
K2, P1, Mf, Mm) built from FES2004 and TPXO7.1 tidal models solutions. The atmos-
pheric pressure component, missing in the large scale parent system sea level outputs, is
added hypothesing pure isostatic response at open boundaries (inverse barometer
approximation). Riverine inputs are implemented as lateral points sources with flowrates
based on daily observations (when available) gathered by the PREVIMER project
(www.previmer.org). Monthly climatological data from GRDC (www.bafg.de/GRDC)
and the French “Banque Hydro” dataset (www.hydro.eaufrance.fr) are used when the
previous data source is not available.

The downscaling methodology is inherited from the strategy developed for the ESEOAT
(V0) system (Sotillo et al., 2007). Every week, on Thursdays (D0), the regional system is
initialised 14 days in the past from analysed outputs taken from the MyO Global system
and bilinearly interpolated on the refined grid. The model is then integrated until D0 to
allow the spin up of small scales and the convergence of physical processes that are not
resolved by the parent system. From the analysed output at D0 till D0+7 days, 7
sequences of 5 day forecasts plus a hindcast of the previous day with refreshed atmos-
pheric forcing are performed.
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4. IBI-MFC product quality assurance: the scientific Validation 
Within the MyOcean project it is explicitly stressed that a useful quality characterisation
of MyOcean products disseminated to the user community, using a scientific approach,
is required. To generate IBI-MFC products, state-of-the-art ocean sciences tools (i.e.
NEMO model) are used to guarantee the best possible description of the marine
environment. Furthermore, a scientific assessment of the generated products is done in
two phases: firstly, and mainly during the IBI system development phase prior to the IBI-
V1 release, a calibration of the IBI-MFC systems under development was performed.
Secondly, a routine validation during operations based on scientific best practices is
performed daily. It is worth mentioning that the resulting CAL/VAL outputs enhance
and orientate the transition to new versions of products, trigger R&D dedicated studies
for new advances in the systems, and provide a scientific base for measuring the
improvements in the resulting MyOcean system performance.

Figure 4  Screenshot of the PdE IBI-MFC dedicated validation web page.
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This paper focuses on the automated scientific validation process routinely performed.
This on-line IBI validation process has two different modes according to the time
frequency performance: 

1. “on-line” mode component: Validation procedures launched after the daily IBI
forecast cycle.

2. Delayed mode component: Validation procedures launched to compute specific
metrics and statistics covering longer periods (different launch time frequencies are
considered: p.eg. monthly, seasonal, and annual reviews) 

The “on-line” Validation Component is performed daily to check the consistency of IBI
forecast products (as soon as they are generated) and to verify the quality of the IBI “best
estimates” products from the previous day against available independent observations.
On the other hand, the main objectives of the Delayed Mode Validation Component are
to provide a global review of the IBI system performance for longer time windows, as
well as an automatic generation of information on longer time scales (i.e.: monthly,
seasonal, or annual) to routine production of user-oriented long-term IBI bulletins.
Furthermore, this delayed mode validation process allows computation of specific
metrics focused on physical processes that need observational data available only in
delayed mode. 

Figure 5  Snapshot of the tool dedicated to daily validation of IBI-MFC products by means of
comparing them with available in-situ observations from moorings (measured parameters: surface
currents, salinity and temperature) and tide-gauges (sea level and residuals). The map shows
geographical locations of moorings (green dots) and tide gauges (orange ones) where comparisons
are performed. 
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Both PdE and MO maintain webpages dedicated to visualisation of the most relevant
information provided by their automatic validation process. Both validation webpages
are updated daily with all the outputs from the validation processes. The daily update of
these web pages (generation of plots, html files, storage, etc.) is fully automated and the
web generation procedure is considered to be the last step of the on-line validation
process. Figure 4 shows the appearance of the PdE IBI-MFC webpage. 

Daily IBI-MFC on-line validation enables an assessment of the precision of IBI
products, comparing them with as many available observations as possible for variables
such as SST (using satellite L4 & L3 products and measurements from in-situ moorings),
sea level (tide gauge observations and satellite sea level anomaly data), surface currents
(mooring observations, info from drifters and HF radar data), surface salinity (in-situ
observations from moorings) and temperature and salinity profiles (using measurements
from ARGO floats). Figure 5, Figure 6 and Figure 7 illustrate some examples of the
metrics and comparisons performed between IBI model products and observed data.    

Figure 6  Profiles of temperature (ºC) and salinity (PSU) for the 01/08/2011. The red line is the IBI
best estimate, and the blue line corresponds to the ARGO observation.
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Figure 7  Assessment of SST (ºC) on 07/08/2011. ODYSSEA L4 satellite (upper left panel). IBI-
V1 Best estimate (upper right panel). Differences between both fields (lower left panel) and time
series of bias (computed the 16/08/2011 for the entire IBI service domain) displaying last 15 days
(right lower panel). 
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An analysis of Cantabric coastal trapped 
disturbances

Abstract
One of the most important weather events along the Iberian Peninsula North Coast is the
Coastally Trapped Disturbances (CTDs) in which the southerly flow is replaced by
northerlies in a narrow zone along the coast. Associated with the arrival of those events,
a shift and strengthening of the wind take place, with an increase in pressure and a drop
in temperature.

This work presents an analysis of more relevant CTDs produced along the Cantabrian
Coast during the 21st century using information available from different sources. We
also describe two different representative events.

Keywords: coastally trapped disturbances, wind reversals.

1. Introduction 

References
Cantabric Coastally Trapped Disturbances (CTDs) are mesoscale flow phenomena
occasionally observed along the Iberian Peninsula North Coast during the late spring and
summer months. Their appearance depends on some meteorological aspects ranging in
the mesoscale and the presence of elevated terrain along the coast. 

In the Basque Country coastal area, this severe weather phenomenon usually manifests
itself as an abrupt change in weather. Air cools by as much as 10–15°C in 20 minutes
and the wind shifts suddenly (usually from southerly to northerly) with gusts up to 20–
30 ms-1. On the other hand humidity and pressure increase and sea conditions get worse.
Eastward propagation of CTD along the Basque Country Coastal area is generally
energetic but relatively short-lived (hours). 

2. Analysis and classification 
One of the most important coastal weather events in Basque Country is the so-called
“Galerna” phenomena (“Enbata” in Basque language, “Galerne” in French). A
“Galerna” episode is a mesoscale phenomenon that can be grouped into two main
categories; those that are directly driven by a frontal passage (even a squall line) and
those episodes without frontal presence, usually named typical “Galerna”. The latter

S. Gaztelumendi*1,2, J. Egaña*1,2, M. Ruiz*1,2, D. Pierna1,2, K. Otxoa de Alda1,2, 
and I.R. Gelpi1,2 
1Basque Meteorology Agency (EUSKALMET), Álava, Spain
2TECNALIA, Álava, Spain
* Corresponding authors, email: santiago.gaztelumendi@tecnalia.com, 
joseba.egana@tecnalia.com, miriam.ruiz@tecnalia.com



S. Gaztelumendi*, J. Egaña*, M. Ruiz*, D. Pierna, K. Otxoa de Alda, and I.R. Gelpi 147
ones can be considered as a CTD phenomena where the northerly flow is highly ageos-
trophic and limited to the coastal zone. 

CTDs are mesoscale systems laterally confined against the Cantabrian mountains by
Coriolis effects, and vertically by stable stratification. They propagate rapidly with the
mountainous barrier on the right. The transition to northerly flow begins in Asturias and
propagates eastward along the Cantabrian coast. Abrupt changes in the meteorological
variables are intensified as the CTD propagates to the east over the Basque Country
coastal area (Figure 1). In addition, there are wind reversals associated with frontal type
“Galerna” episodes. In those cases mesoscale effects along the Cantabric coast over-
intensify the wind reversal (and associated effects) more than expected from synoptic-
scale conditions.

This work has focused on the “Galerna” episodes that affect the Basque Country area
during the last 10 years (2001–2011 period) and we have summarised most relevant
aspects of them in Table 1. The strongest winds reversal events, with gusts above
25 ms-1, are of a frontal type. As can be seen in Figure 2, the most frequent CTDs have a
moderate intensity (gusts between 17 ms-1 and 25 ms-1). During wind reversal, the
directions of the max wind gust registered are from N/NW. A rise in pressure during the
phenomena varies from 1–2 mb in one hour in the weak cases, to over 5 mb in the
strongest ones. The propagation time of a “Galerna” event along the Basque coast varies
from 1 hour for the strongest case, to two hours in the weakest ones.

Figure 1  Basque Country location, Cantabric coast topography and locations of coastal stations
used in the study.

Figure 2  Distribution of “Galerna” events for the period 2001–2011 considering month event
occurrence and strength of the wind reversal (strong: vmax > 25 ms-1, moderate: 17 ms-1<vmax
<25 ms-1 and weak: vmax < 17 ms-1). 
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3. Example episodes 
In this section two cases of both categories of wind reversal are presented as examples.

Table 1 Summary of more relevant “Galerna” events in Basque Country during the 2001–2011. 

3.1 Event on 27 May 2005 

Synoptic description: At 500 hPa (Figure 3), there is a trough over the eastern Atlantic
ocean, southwest the British Isles. The 850 hPa chart indicates offshore flow over the
Iberian Peninsula North Coast and an intense temperature gradient (approximately 10ºC)
between the east and west parts. Turning to surface charts, there is a low centre to the
north-west of the Iberian Peninsula.

Figure 3  500 and 850hPa geopotential height and isotherm, SLP (2005/05/27-12 UTC)

Mesoscale and local description: NWP mesoscale model mean wind maps (Figure 4)
show the wind transition from southerly to northerly along the Basque coast. In Figure 5
we can see temperature and wind data from some representative locations (Figure 1). In
Almike (Bermeo) the wind shift takes place at 18:30 UTC, with a northerly flow of over
20 ms-1 (22 ms-1). These wind reversals translate eastward along the coast, arriving at
Jaizkibel station at 20:00 UTC (22.7 ms-1). In Pasaia the significant wave height rises
from 0.5 m to 2 m in a few minutes. 
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Figure 4  NWP mesoscale model wind data (kmh-1) (2007/05/27 at 19:00 and 22:00 UTC). 

Figure 5  Observed time series evolution of wind and temperature for Almike and Jaizkibel,
pressure in Punta Galea and significant wave height in Pasaia.

3.2 Event on 14 February 2007 

Synoptic description: The synoptic patterns are characterised by an extensive zone of
low pressure over the northern Atlantic. As the front moves eastward, the southerly flow
switches to northerly in the Iberian Peninsula (see Figure 6). The temperature distri-
bution shows warm temperature over the Basque Country but over the western part of
the Iberian Peninsula there is a cold air mass.

Figure 6  500 and 850hPa geopotential height and isotherms, and SLP (2007/02/14 06 UTC).

Mesoscale and local description: Figure 7 illustrates the evolution of the event as
captured by the mesoscale model. At 10:00 UTC the southerly flow has been replaced by
a cooler moist maritime flow. Wind data for various stations along the coast is shown in
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Figure 8. At 9:00 UTC, the transition from southerly to northerly flow is observed in
Almike (Bermeo) and gusts of 37.6 ms-1 are measured. In Jaizkibel the wind shift arrives
at 9:40 UTC, with wind gusts of 33.4 ms-1. The temperature drops by 6–8–ºC in 30
minutes. 

Figure 7  NWP mesoscale model wind data (2007/02/14 at 08:00 UTC and 11:00 UTC)

Figure 8  Observed time series evolution of wind and temperature for Almike and Jaizkibel, and
pressure evolution for Punta Galea. 

4. Conclusions
A preliminary study and classification of “Galerna” events affecting the Basque Country
over the last ten years has been made. 2007 was the most active year with five “Galerna”
events (just one CTD), while the year 2009 had more CTD events, with three cases. In
2003 and 2008 no “Galerna” events were registered.

CTDs only occur during late spring and summer months. These disturbances usually
arrive in the Basque Country coast during the afternoon or early evening. On the other
hand, wind reversals associated with fronts decrease in frequency in summer time and
can happen at anytime during the day.

The synoptic environment favourable for a CTD event along the Cantabrian Coast is a
low centred near the British Isles. This center of low pressure produces a southerly flow
in the Bay of Biscay. On the other hand, in 850 hPa and 500 hPa levels, the dominant
flow is the offshore flow. While warm continental air sits over the eastern part of the
Cantabrian Coast, the western part has cooler air and there is an intense temperature
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gradient of around 8–10ºC between both parts, though in the strongest events this
difference can be higher.

Comparing both events examined in the previous section, the most intense event with the
strongest gusts (37.6 ms-1) is the wind reversal associated with a front. This perturbation
also has a faster propagation speed than the CTD that happened on 27 May 2005. If we
analyse the temperature changes, the largest fall is associated with the CTD, and the
temperature decreases by 10–15ºC within a few minutes. 

These disturbances are an important warm-season severe weather coastal problem in
Basque Country due to their impact on summer coastal marine activities. Its sudden
appearance may surprise fishermen and recreational boaters and also affect beach users.

5. Future work 
Further studies need to be done, considering more cases and a deeper analysis of the
forcing, propagation, and decay at mesoscale level.

Numerical studies using non-hydrostatic high-resolution mesoscale models are planned
in order to improve understanding of the phenomena and to improve operational
prediction of coastal meteorological conditions at EUSKALMET.
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Analysis of an explosive cyclogenesis episode on the 
Basque Country coastal area

Abstract
The rapid deepening of a low pressure centre on November 8, 2010 resulted in a deep
depression classified as explosive cyclogenesis (known as a “Becky” episode). The
cyclone minimum values of pressure, together with its location and movement over the
Cantabric Sea, led to serious consequences on the Cantabrian coast. Strong winds and
high waves severely affected the coast of the Basque Country. This event is analysed
from the perspective of adverse weather situation, considering meteorological and
maritime conditions.

Keywords: Becky, deep low, explosive cyclogenesis.

1. Introduction 
The pass of the deep low “Becky” over the Cantabric Sea produced an exceptional
worsening of maritime conditions on Basque Country area during 8 and November 9,
2010. During this episode, the significant height wave exceeded 8 metres along the
coast; causing damage at many places in the Basque coastal area, especially in the San
Sebastian area. This paper presents some aspects related to this severe weather episode,
including synoptic and meso-meteorological aspects, with special focus on maritime
conditions and analysis of wave patterns, including features from wave modelling,
oceanometeorological structures and buoy data collected in the area.

2. Meteorological conditions
During November 8, 2010, a deep and extensive low pressure centre was created by
explosive cyclogenesis west of the British Isles (a cyclogenesis process can be
considered as “explosive” when a cyclone deepens at a rate greater than 1 hPah-1 over 24
hours). The cyclone, with a minimum pressure value about 960 mb, caused intense west-
northwest fluxes generating high fetch (Figure 1).

The next day, the cyclone approaches coast of France (Brittany), weakening gradually,
and on November 10 it moves over to Continental Europe (Figure 1 and Figure 3).
Becky generates very intense winds, with gusts surpassing 100 kmh-1 in exposed areas
in the western part of the Basque country, especially on November 8. 
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Figure 1  Sea level pressure and 500 hPa geopotential height and isotherm maps every 12 hours
from 2010/11/08 12:00 to 2010/11/09 12:00.

Figure 2  Location of buoys and automatic weather stations. 
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Wind gusts recorded along the Basque coast reached 130.9 kmh-1 in Matxitxako station
and 108 kmh-1 in Punta Galea. In the mountain areas near the coast the maximum wind
gusts reached 132.7 kmh-1 (Cerroja), 108.6 kmh-1 (Oiz) and 104.4 kmh-1 (Arboleda)
(Figure 3).

Figure 3  Wind gust speeds (kmh-1) observed in Matxitxako and Cerroja. 

3. Maritime conditions 
Figure 4 shows how the waves increased over the northeastern Atlantic Ocean. From the
Great Sole Bank to Finisterre, due to wind (strength and persistence) and fetch, the
significant height wave grew to reach 12 m at 12 UTC November 9, 2010. The waves
had a northwest direction with a period of between 10 and 15 seconds. This swell moved
along the Cantabrian Coast, from west to east, with significant heights higher than 10 m.
Wave maximum values reached the Basque coast around noon on November 9. The
feature that produces the worst sea conditions in the Basque Country area is an intense
maritime flow that generates high fetch able to produce heavy swells, characteristically
observed in this episode.

Analysing the data registered from different Atlantic buoys we can see the time
evolution of large waves. The waves generated in the entire western seaboard of Europe
are considerable, with significant heights exceeding 10 m in most areas. During the night
of November 8, the worst sea conditions first arrived at the buoys situated further north,
and later translated southwards (Figure 6). The wave height decreased significantly
during November 10.
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Figure 4  Significant wave height maps every 6 hours from 2010/11/08 18:00 to 2010/11/10 00:00.
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Figure 5  Significant wave height maps for the Bay of Biscay every 6 hours from 2010/11/09
06:00 to 2010/11/10 00:00.

Figure 6  Hs (m) and mean wind speed (kmh-1) at different buoy locations. 
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Wave height data were recorded by two buoys located about 10 miles offshore and some
oceano-meteorological structures in the coastal area, showing that the waves increased
during November 8. The largest significant wave height was registered in the morning of
November 9 (Matxitxako buoy 10.65 m) and some hours later in Donostia buoy (9.25 m)
located in the eastern Bay of Biscay (Figure 7).

The maximum wave heights registered by the Basque buoys reached values of 15 m,
recorded during the morning of November 9 by the Matxitxako buoy. In the Pasaia
harbour station the maximum significant wave height reached 9 m. During the second
half of the day and during November 10, the wave height decreased for all structures and
by the end of the day the significant wave heights does not exceed 3.5 m.

The barometric effect during November 9 increased the tide height by 30–35 cm. It
should be mentioned that waves hitting the Basque coast had a major swell component of
nearly 8 m (Figure 7), due to high fetch. 

Figure 7  Hs (m) and mean wind speed (kmh-1) for different buoys. 

4. Conclusion
The significant wave height reached 8–9 m along the coast and around 10 m at the outer
buoys, with maximum values of 15 m. The main component of the surge is the swell.

The coincidence of the spring tides with the barometric tide increased the sea level by
30–35 cm; the heavy swell made a considerable wave effect along the Basque coast.

There was substantial material damage all along the Basque coast. In particular damage
was caused in Donostia–San Sebastian, especially in the Paseo Nuevo promenade, where
strong waves cause a deep hole (Figure 8).

Based mainly on Euskalmet information, the authorities activated a red level warning for
this episode. Considering the information available days in advance, civil protection
clamped down in coastal areas, preventing all activities at sea, and on coastal roads and
promenades near the sea. These measures reduced damages and avoided personal losses.
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Figure 8  Some pictures taken along the Basque Coast during the event.
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Towards a dynamic coupling between the 
atmospheric and the ocean wave forecasting models 

of the POSEIDON system

Abstract
The Hellenic Centre for Marine Research (HCMR) developed the POSEIDON system to
provide monitoring and forecast services for the marine environmental conditions of the
Greek Seas and the Mediterranean region. The POSEIDON weather forecasting system
provides high-resolution weather forecasts and also produces the atmospheric forcing for
the ocean models. Currently, a one-way coupling approach has been formulated where
the atmospheric forcing fields are ingested into the wave and ocean models with a spatial
resolution of 5 km and a temporal resolution of 1 h.

This study investigates the possible improvements of wind and ocean wave forecasts, as
a result of a two-way interaction between the atmospheric and the wave models of the
POSEIDON system. The efficiency of the coupling methodology is assessed on the basis
of numerical experiments related to one-way and two-way coupling.

Keywords: air-sea interactions, weather forecast, sea state forecast

1. Introduction 
The Hellenic Centre for Marine Research (HCMR) developed the POSEIDON system to
provide monitoring and forecast services for the marine environmental conditions of the
Greek Seas and the Mediterranean region. The POSEIDON weather forecasting system
is the key element that provides timely high-resolution (1/20° × 1/20°) 5-day weather
forecasts for the Mediterranean basin and the surrounding countries (Papadopoulos and
Katsafados, 2009). It also produces the atmospheric forcing for the ocean numerical
prediction models of the POSEIDON system; the ocean wave model, which is based on
the WAM Cycle-4, and the ocean general circulation model which is based on POM
model code (Blumberg and Mellor, 1987). The weather forecasting system is based on
an advanced version of the non-hydrostatic atmospheric Eta/NCEP model. In the opera-
tional mode, a 3D data assimilation package, the Local Analysis Prediction System
(LAPS) produces high resolution analysis fields for the initial conditions (Albers, 1995)
while for the boundary conditions the 0.5° × 0.5° GFS/NCEP global forecasts are used.
In the coupled POSEIDON forecasting system a one-way coupling approach has been
formulated where the atmospheric forcing fields (surface fluxes of momentum, moisture,
heat, radiation and precipitation rates) are ingested into the ocean wave and the ocean
circulation models with a spatial resolution of 5 km and a temporal resolution of 1 h. 
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However, wind-generated ocean waves play a key role in the transfer of momentum,
heat, and water vapour between air and sea. To this end, this study investigates the
possible improvements of wind and ocean wave forecasts, as a result of a two-way inter-
action between the atmospheric and the wave models of the POSEIDON system. The
efficiency of the coupling methodology is assessed on the basis of numerical experi-
ments related to one-way and two-way coupling.

2. Methodology
The relatively high vertical resolution applied in the atmospheric model permits the
application of a surface layer model based on the well established Monin–Obukhov
similarity theory (Monin and Obukhov, 1954). In order to calculate surface turbulent
flux for momentum, the similarity theory requires prescription of boundary conditions at
two levels in the air, assuming fluxes between these two levels are constant. The relevant
variables at the lowest model level are used as the upper boundary condition. The
profiles of the relevant atmospheric variables tend to have the log form as the lower
boundary is approached. Since the log function has a singularity at z=0, it is usually
assumed that the log profile ends at some small but finite height z0, and that the
considered variables take their lower boundary values at this height. This situation is
illustrated in Figure 1. The height z0 is called the roughness height or roughness length.

Figure 1  (a) log profile ending, (b) log profile with the viscous sublayer ending.

The situation near the surface is however more complicated than represented in Figure
1(a). More realistic is the profile displayed in Figure 1(b) where a viscous sublayer has
been implemented. This thin sublayer reflects the fact that near the surface there is not
enough space for turbulent elements to develop. Different viscous sublayer approaches
are applied over ground and over water surfaces in the Eta model. The viscous sublayer
over water surfaces (Janjic, 1994) is assumed to operate in three different regimes: (i)
smooth and transitional, (ii) rough and (iii) rough with spray, depending on the
roughness Reynolds number Re = (z0·u*)/v. Here, u* is the friction velocity and v is the
molecular viscosity for momentum, v = 1.5·10-5 m2s-1. The roughness height z0 is
defined by:
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(1)

where g is the acceleration of gravity and αCH is the Charnock coefficient, which is
considered constant. 

However, αCH is not constant but depends on the sea state and research to provide the
appropriate foundation in terms of data and modelling expertise to support the design
and the development of new air-sea exchange techniques is being established. As a
starting point for this research, this study investigates the possible improvements of wind
and ocean wave forecasts, as a result of a two-way exchange of 10-m wind fields (from
atmospheric to wave model) and Charnock coefficient variations (from wave to atmos-
pheric model).

3. Preliminary results
To investigate the sensitivity of simulating the air-sea exchanges, two sets of numerical
experiments were performed: one consists of the control runs in which the Charnock
coefficient was kept constant (αCH = 0.018 that is typical for rapidly rising seas) and
using the simulated wind fields to force the wave model. The second set of simulations,
separate fromthe control runs, included the experimental runs in which the Charnock
coefficient variations as estimated by the wave model were assimilated back into the
atmospheric model which was run again and then the modified wind fields were used to
again force the wave model. In both sets of simulations for the initial meteorological
conditions the European Centre for Medium range Weather Forecast (ECMWF) opera-
tional analysis gridded data on a 0.5-degree horizontal grid increment at 11 standard
pressure levels (1000, 925, 850, 700, 500, 400, 300, 250, 200, 150 and 100 hPa) were
interpolated on the model grid points using optimal interpolation analysis while the
boundary conditions were linearly interpolated at each model time step from the
ECMWF data available every 6 hours. To define the initial state of the sea surface
temperature field the ECMWF 0.5° × 0.5° gridded data were used. The overall analysis
is restricted to the time scale characteristic of the short term weather predictions (from 21
March 2011 at 00 UTC to 28 March 2011 at 00 UTC) but at which sea state and atmos-
pheric circulation present large variations.

The efficiency of the coupling methodology is assessed on the basis of differences in
magnitude of the simulated fields (e.g. wind speed, sea wave height, surface latent heat
flux, near-surface air temperature at 2 m height). Figure 2 shows the difference in the
fields of wind speed and significant wave height at 00 UTC 22 March 2011 (after 24
hours of simulation). On the map, the positive differences indicate that the second
simulation experiment (variable αCH) estimated higher values (e.g. wind speed) in
relation to the first experiment (constant αCH). In contrast, negative differences indicate
that the second set of experiments underestimated the relevant field (i.e. wind speed
field). It also appears that the spatial distribution of the wave height is well correlated to
the pattern of the wind speed.

z0

αCH u*
2⋅( )

g
-------------------------=
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Figure 2  Map of the difference in the fields of (a) wind speed (in ms-1) and (b) significant wave
height (in m), as derived from the two set of numerical experiments.

Figure 3 also shows the difference in the fields of (a) air temperature at 2 m height and of
(b) surface latent heat flux.
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Figure 3  Map of the difference in the fields of (a) air temperature at 2 m height (in °C) and (b)
surface latent heat flux (in Wm-2), as derived from the two set of numerical experiments.

The overall effect is also examined with the relative frequency (spaced logarithmically)
of the differences between the control and the experimental simulations for the entire
simulation and across the model domain. For the specific case study, the mode is shown
(Figure 4) to be well above zero and the distribution is skewed to large positive values
(higher values when the two-coupling was applied), while we observe fewer cases where
values are higher in the control simulation (negative differences). This evidence
indicates that the application of the method increases the wind speed, which is quite a
significant improvement, taking into account that near the surface the atmospheric
models generally underestimate the magnitude of the wind speed.
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Figure 4  Relative frequency (%) of (a) wind speed (in ms-1), (b) air temperature at 2 m height (in
°C) and (c) surface latent heat flux (in Wm-2) differences between the two numerical experiments.

However, the method should be tested in more events and the simulated wind speed and
wave height should be compared directly with measurements of the network of the
POSEIDON buoys network.
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The SAMPA project: building an operational 
oceanography system for the Strait of Gibraltar 

Abstract
The Strait of Gibraltar is one of the most important oceanographic regions in the world,
both because of the physical processes taking place and its important socio-economic
activity, being one of the areas of the world with most intensive maritime traffic. In spite
of these facts, there is an important deficit in the marine monitoring and forecasting
capacities in the region. To fill this gap, Puertos del Estado and The Algeciras Port
Authority launched the 3-year SAMPA project. In the Framework of this initiative, new
monitoring instruments (buoys, meteorological stations and tide gauges) were deployed,
new state of the art forecast models were developed (waves, wind and 3D circulation)
and associated downstream products are being implemented for the operational use of
the data produced. In parallel with the SAMPA initiative and closely related, Puertos del
Estado is leading the TRADE project, oriented to build an HF radar infrastructure in the
area. The combined results of these two projects will open a new panorama both in the
scientific knowledge of the straits and in the capability of proper knowledge-based
decision-making for daily and extraordinary maritime challenges, such as accidental oil
spill and port operations optimisation.

Keywords: Gibraltar straits, ocean modelling, waves, tide gauges, buoy, HF radar, oil
spill, forecasting, alert system. 

1. The SAMPA concept 
The Strait of Gibraltar is one of the key regions in the world maritime traffic. Every year,
around 100000 vessels cross the region, of which around 65000, enter or leave the
Mediterranean Sea, while the rest cross between Europe and Africa. On top of that, the
Algeciras Port Authority is one of the largest European ports, with traffic of 80 million
tons and 5 million passengers per year. 

Additionally, the Strait of Gibraltar is one of the most important and challenging areas in
the world from the point of view of physical oceanography. It is a key point for the water
and heat exchange between the Atlantic and the Mediterranean Sea, with all sorts of
complex processes occurring in a very limited space. The most characteristic one is the
two layer circulation, with cold water entering into the Mediterranean Sea in the form of
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an intense jet, while saltier water plunges into the Atlantic in the lower layers. At the
interface, the intense tidal forcing produces internal waves that propagate eastward. 

In spite of the facts, the region has been poorly covered from the point of view of opera-
tional oceanography. There has not been enough instrumentation or modelling systems.
This deficit could be especially critical in the event of a massive oil spill in the region. 

In order to fill this gap, Puertos del Estado and the Algeciras Port Authority have
launched the 3-year SAMPA project (Sistema Autónomo de Medición, Predicción y
Alerta – Autonomous system for Monitoring, Forecasting and Alert) to build Operational
Oceanography at the Strait. 

The SAMPA system, as it is common today in operational oceanography, has three
components: a monitoring component, consisting of new measuring devices deployed in
the region, a forecasting system, based on new numerical models for waves, winds and
circulation, and finally a set of user-oriented visualisation and downstream applications.
The project links to and is coordinated with TRADE project, led by Puertos del Estado
and devoted to building an HF radar capacity in the Strait. 

Once developed, the system will be integrated into the Puertos del Estado operational
system, ensuring the sustainability of the new developments. Furthermore, there are
plans to export the concept to additional regions. Therefore, SAMPA is also an advanced
Operational Oceanography laboratory. 

SAMPA is now in its final year and most of its components are already in place. This
paper gives a general and descriptive overview of the whole system, describing its three
components, and detailing the link with TRADE. It is expected that scientific results will
come in the following years, when the data being gathered now can be properly
analysed. 

2. The monitoring component 
SAMPA is developing a whole set of new instrumentation in the region (Figure 1). The
system is designed to provide a real-time insight of oceanographic conditions in the
region, with special focus on the Algeciras Bay, and complements previous Puertos del
Estado instrumentation such as the Ceuta harbour buoy on the African coast of the strait.
All the instruments are in place, transmitting in real time and fully integrated into the
Puertos del Estado system and, additionally, into the GMES-MyOcean in-situ TAC. 

New buoys (Tryaxis and Watchkeeper models from AXYS) have been deployed to be
permanently operated and maintained, as well as radar-based tide-gauges (Miros) and
meteorological stations. It is interesting to note than due to the high traffic in the region,
two large protection buoys have been moored close to the buoys. Additionally, the
Watchkeeper buoy has been equipped with an AIS system. As a result, the stations have
not suffered any collisions, something unfortunately frequent in previous Puertos del
Estado attempts in nearby positions. 

The data can be accessed in real time both from the Puertos del Estado web page
(www.puertos.es) and through the SAMPA specific interface (sampa-apba.puertos.es),
to be described later in this paper. The ADCP systems have been deployed temporally, in
the framework of model validation campaigns. 
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The sampling frequency changes depending on the instrument, being as high as 2 Hz in
the case of the tide gauges. All the data, before being visualised, pass an automatic
quality control.

Figure 1  The SAMPA monitoring system. 

Figure 2  The HF Radar system of the TRADE project. The resulting total vectors are shown in the
SAMPA interface and stations at African (upper) and European coast (lower).

This instrumentation is complemented with the installation of Codar’s SeaSonde HF
radars to monitor the currents. This parallel development is being carried out with
FEDER funding in the framework of the TRADE (Trans regional RADars for Environ-
mental applications) project. In an initial stage, two antennas have been deployed, one on
each side of the strait (see Figure 2). This system is in place and now is under calibration
and validation (drifting buoy experiments led by Cadiz University are being carried out
to monitor system performance). It is planned that the fully operational phase will start
by mid-2012. By the end of 2012, the whole system will be in place, with an additional
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antenna located at Tarifa (southern tip of the Iberian Peninsula), providing better
coverage of the western part of the strait. 

All systems will be accessible from the Puertos del Estado web page and from the
specific SAMPA interface. Figure 2 shows an actual snapshot of the HF radar currents,
taken from the SAMPA interface. Data from the most recent days will be accessible, as
well as animations of the currents and extraction of time series as selected points.

3. The modelling component 
SAMPA takes advantage of the existing forecasting capacities at Puertos del Estado
(described in Gómez et al., 2005 and Álvarez Fanjul et al., 2001) and develops new ones
when required to provide a complete forecast of the strait sea state and the general ocean-
ographic and meteorological conditions in the following days. It has three main compo-
nents: atmosphere, waves and circulation. All systems are based on downscaling and
provide a 3-day horizon forecast. This section provides an overview of these compo-
nents. 

3.1 Atmospheric modelling 

Atmospheric modelling in SAMPA has been developed in close collaboration with
AEMET, the Spanish Meteorological Agency. Its main objective is to improve the wind
forecasts, which are very much affected by the orography and local meteorological
singularities in the area. The CALMET model (Scire et al., 1990) has been implemented.
for this purpose. CALMET is a meteorological model that includes diagnostic and
prognostic wind fields. 

The SAMPA configuration covers a domain of 500 × 300 grid points with a 1 km
horizontal resolution, with 10 vertical levels. It is operationally nested into AEMET’s
HIRLAM model, providing a 3-day horizon forecast. 

In order to prepare CALMET to be operational under Puertos de Estado’s Linux- based
computer environment, and to make it able to work with such a large domain, important
recoding was necessary. Validation results show an improvement of the wind obtained
by means of the CALMET downscaling as compared with HIRLAM’s original wind
fields, with a reduction of bias and RMS in the positions of the meteorological stations
used for validations. 

Output from this model is operationally employed in the circulation and wave models to
be described in next sections. 

3.2 Wave modelling 

Puertos del Estado had already developed a specific wave forecast for the Strait of
Gibraltar region (Gómez et al., 2005). It is based on a Wavewatch model (Tolman, 1991)
application, nested operationally into two WAM (WAMDI group, 1988) applications,
one in the Atlantic and another one in the Mediterranean Sea. This system has a
resolution of 1'×1', which is enough to deal with the Strait of Gibraltar but not with the
Algeciras Bay, so the objective of SAMPA in this specific field has been to cover this
gap. 
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This is an especially complex problem due to the orography and strong bathymetric
gradients in the region. In addition, due to strong local winds, wave generation inside the
Algeciras Bay must be taken into account. To fulfil these modelling requirements, an
unstructured grid application of SWAN (Booij et al., 1999) has been developed (see
Figure 3), nested into the Puertos del Estado system. 

Figure 3  The SAMPA wave forecast. Unstructured grid and snapshot of results.   

As in the case of the atmospheric model, the validation with buoys show a good
behaviour of the system.

3.3 Circulation modelling 

The circulation forecast model has been developed by Malaga University and it is opera-
tional in Puertos del Estado, using 4 nodes-32 cores of its supercomputer system. 

The MITgcm has been used, with a SAMPA implementation using a non-regular grid,
with maximum horizontal resolution of 200 m at the inner part, and 46 z-levels in the
vertical. The model is forced by a complex set of input data, including momentum
(winds generated by CALMET model), heat and fresh water (from the atmosphere
HIRLAM model) and open boundary conditions from the MyOcean model (Mediter-
ranean sea application). Tidal forcing is imposed at the boundaries based on LEGOS-
POC/CLS models. Finally, in order to simulate atmospheric pressure forcing, dominant
in the subinertial frequency (Garcia Lafuente et al., 2002), the system is additionally
nested into Puertos del Estado’s Nivmar storm surge forecast system based on a
barotropic application of the HAMSOM model (Álvarez Fanjul et al., 1997) covering the
eastern Atlantic and the whole Mediterranean Sea. 

Figure 4 shows snapshots of the SAMPA circulation forecast model. Particularly striking
is the capability of the system to reproduce the internal waves produced in the strait, as
clearly shown by its signature in the free surface, visible in the upper panel. 
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Figure 4  The SAMPA circulation model. Snapshot of sea level (left plot) and SST (right plot).

4. Alert system, visualisation and downstream services 
Apart from the modelling and monitoring components previously described, a set of
visualisation and downstream applications has been implemented. 

Figure 5  The SAMPA web interface. Time series and location of instruments.

All the model forecasts and in-situ real time data are freely accessible both on the
Puertos del Estado website (www.puertos.es) and in the specific SAMPA project web
interface (Figure 5). The interface has the capability of showing the data in graphical and
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numerical format, and is extremely flexible, allowing the mixing of real time, forecast
and historical information on screen at the same time. The time series visualisation
software has the capability of zooming or moving to any user-selected time period in the
last month. The 2D fields representation (models and HF Radar) can be zoomed to show
higher detail in any region, can produce animations or display any selected date in the
last 2 weeks (see Figure 2 for an example). 

Specific alert indicators have been adapted from developments done previously by
Puertos del Estado in the framework of the ECOOP project and are updated in real time
on the SAMPA home page. At this moment, the alerts detect risky situations related to
waves, sea level and abnormal combinations of these two variables. An alert system
capable of detecting rapid sea level oscillations, such as Seiches or Tsunamis, is under
development and will be implemented by the end of the project. 

The Medslick model (Lardner et al., 2006) has been implemented in the Algeciras Bay
(see Figure 6) and is being linked automatically to all forecasting systems for its use by
the Port responsible for responding to cases of accidental marine pollution. 

Figure 6  The Medslick model inside SAMPA system.

5. Conclusions and future plans 
The SAMPA project, in coordination with TRADE, is creating an operational oceano-
graphic system for the Strait of Gibraltar region that will serve the Algeciras Bay harbour
as well as other users. When fully operational by the end of 2012, it is expected to be a
key component for better scientific knowledge of the region and for downstream applica-
tions 
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In the final year it is planned to close the contact with final user, specifically with the
Algeciras Harbour Authority and with Salvamento Marítimo, the Spanish institution in
charge of search and rescue and oil spill combat. The data from SAMPA will be
integrated into its Environmental Data Server and serve as input data for its own applica-
tions, such as Oilmap, in order to combat marine pollutions and detect the origin of
intentional spills by means of backtracking. With the experience gained in this inter-
action it is planned to launch a SAMPA2 project, more user oriented, to take full
advantage of the new tools and present the information in new ways, more tailored to
specific user needs. 

The idea behind the way SAMPA works is that the architecture and concept can be
extended to other regions. This will certainly be the case with other harbours of the
Puertos del Estado’s system. In this sense SAMPA is working as an operational oceanog-
raphy laboratory, where advanced ideas are tested and integrated, to be later extended to
other harbours in the system. 
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Estimating real-time river discharge to the sea

Swedish Meteorological and Hydrological Institute

Abstract
For a long time there has been a pressing need for reasonable estimates of real-time river
discharges to seas for driving shelf-sea models including ecological models. This has
now been achieved by extending an already running operational river discharge model
(HYPE) for the Baltic Sea drainage basin to cover all European rivers. A sustainable
operational system has been built up to respond to GMES downstream services such as
climate studies, coastal ocean models, regional environmental commissions including
HELCOM and OSPAR, regional and national operational institutes, environmental
protection agencies, fishery boards, water regulation bodies and SMEs working in
coastal areas. 

Daily data on river discharge and nutrient supply has been validated against observations
at land stations and river outlets. Its impact on regional ocean and ecological models has
been assessed by a comparison between model runs using climatology and daily data.

Keywords: River runoff, ocean modelling

1. Introduction 

1.1 The HYPE model

The hydrological model HYPE (Lindström et al., 2009) is a conceptual, semi-distributed
dynamic model. River basins are represented by sub-basins in the form of polygons.
Each sub-basin contains different classes according to vegetation, soil type, topography
and land-use. Three layers of soil are used to model processes like evapotranspiration,
snow-melt, surface runoff, infiltration, percolation and macro-pore flow. Tile drainage
and groundwater flow from soil layers to rivers and lakes are modelled for each class.
The model simulates the turnover of nitrogen and phosphorus in soil layers and its trans-
formation in rivers and lakes. Transport of water and nutrients between the sub-basins
are modelled through a special routing module.

As the HYPE model uses global and regional data bases, there is no limit on its
geographical application. The HYPE version for Europe is named E-HYPE and is
divided into five main drainage basins, see Figure 1. The resolution ranges from about 10
km2 for the Swedish drainage basin to approximately 120 km2 for the whole of Europe,
which sums up to about 50000 sub-basins. The operational system consists of the model
itself with forcing from ECMWF and is run on daily basis.

Lennart Funkquist
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Figure 1  The E-HYPE model for Europe is divided into five subregions according to their
geographical outlets, Baltic Sea, NE Atlantic, Mediterranean, Black Sea and Barents Sea. Each
subregion is further divided into smaller polygons. 

1.2 Users and objectives for ocean applications

The E-HYPE data is used in different areas such as ocean forecasting, research projects,
water management, water allocation, eutrophication limitation and climate services

For forecasting, daily updated 10-day prognostic data is accessible by ftp. For reanalysis
applications, a 30-year hindcast data set, based on ERAMESAN forcing, has been
produced. The data set includes freshwater volume fluxes to the sea for all European
rivers and runoff from land areas between river outlets. For some regions, there is the
possibility to supply estimates of nutrient concentrations as well. 

Questions that could be answered by using E-HYPE data could be divided into three
groups: scenarios, forecasting and nowcasting, and water quality questions. 

• Typical questions related to scenarios are how changes in landcover and future
climate will affect hydrological variables. The model can also give estimates on
frequency of extreme flooding or drought. 

• For ocean applications, information on nutrient and fresh water supply from rivers is
important both for operational ocean forecasts and climate studies and its influence
on ecological parameters like phytoplankton growth and the risk of harmful algae
bloom. For land use it is of value to know which areas are currently at risk of
flooding or for example what is today’s value of soil moisture.

• Monitoring of water quality questions has becoming more and more important and in
Europe a Water Framework Directive (WFD) and Marine Strategy Framework
Directive (MSFD) have been defined to help the answer questions such as how much
of the nutrients goes into the sea, where do the nutrients come from and are they
above certain risk levels. The biodiversity can be threatened because of low volume
flow during breeding periods.

1.3 Input data for model setup and calibration

The setup of the E-HYPE model requires input from a number of global and regional
databases. Static information like topography can be found in the global database
HydroSHEDS. There are a number of databases for river discharge, nutrient concen-
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tration, land use, soil type, major dams, industrial emissions and amount of irrigation.
For the daily forcing of the model both operational atmospheric models and re-analysis
products are used for precipitation and surface temperature.

2. Validation
Validation of the model results is an important issue and a number of different methods
are used for this purpose. Measurements of daily flow rates together with monthly and
yearly mean can be compared with model results. Examples of comparisons are shown in
Figure 2. Satellite data is helpful for comparison of snow cover with snow water equiv-
alent in the model. Figure 3 shows a comparison of pixel values from MERIS satellite
data averaged over the model polygons with model results for a smaller region in
Sweden. The plan is to assimilate the satellite snow cover data into the hydrological
model.
 

Figure 2  Observed (black) and modelled (red) volume flow for river Rhine at station Lobeth for
the period 1980-1990 (upper part). The lower part shows the same for 1984-1985. 
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Figure 3  BioPar pixel values averaged over each polygon compared with snow water equivalent
from the S-HYPE model for a drainage basin in southern Sweden.

3. Impact on ocean models and access of data

Figure 4  Differences in surface salinity (PSU) in the southern Baltic Sea and Skagerrak/Kattegat
after approximately 10 months with daily river runoff compared with monthly means.

Validation studies and assessment of the impact of daily river runoff on operational
ocean models are parts of on-going projects. As an example, Figure 4 shows the results
for a 12 month simulation with an ocean model for the Baltic Sea/North Sea. Differences
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in surface salinity from a run forced with daily river discharge compared with monthly
mean values shows up in the whole area, especially close to river outlets.

As can be seen in Figure 5, there are also differences in nutrient supply to the sea. It is
noticeable how months with high peaks are underestimated in monthly mean data. As the
peaks occur in the most productive period they should have an effect on the start and
strength of the blooming.

Figure 5  Difference between monthly means and daily data for 2003 on nutrient load to the
Skagerrak.
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Belgian Coastguard Agencies
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Abstract
The research project OSERIT aims to develop an “Oil Spill Evaluation and Response
Integrated Tool” for the Belgian Coastguard Agencies. This web-based tool will gather
relevant, scientific-based information needed to support the decision-making process in
case of oil spilled at sea. OSERIT targets two categories of users. The first category
includes operational users who need to access marine and oil spill drift forecasts. The
second category of users includes environmental representatives who need to compare
several scenarios in order to assess the potential environmental consequences of various
combating strategies. To meet this ambitious goal, a new web-based interface and a new
3D oil drift and fate mathematical model are being developed. 

This article first explains how OSERIT development is dictated by end-users require-
ments for its quickness, reliability, user-friendliness, accessibility and inherent quality.
The main model features are then presented. Finally, the model performances are illus-
trated using a real case: the oil leak that happened in the Gannet field in August 2011.
OSERIT should be ready for operational use in September 2012.

Keywords: Drift, oil spill, search and rescue, modelling, service, North Sea, Belgium

1. Introduction 
Despite its small size, the Belgian part of the North Sea (BPNS) is intensely used
(Douvere et al., 2007). In addition to areas dedicated to dredging activities, sand and
gravel extraction, off-shore wind farms and aquaculture activities, the BPNS is crossed
by two of the world’s busiest merchant shipping lanes, namely the Westhinder-
Noordhinder Traffic Separation Schemes (TSS) and the navigation channel to the
Scheldt estuary and the ports of Antwerp, Terneuzen, Vlissigen and Zeebrugge (Figure
1). Altogether, these activities generate more than 100000 AIS recorded ship movements
per year (van Iperen et al., 2011). In total, approximately 40% of the transport in the
BPNS consists of dangerous goods either in package form (2/3) or in bulk (1/3) (Le Roy
and Maes, 2006). This high shipping density combined with dangerous currents caused
by sand banks makes BPNS a high risk area for ship-ship collisions, ship-offshore
structure collisions, ship groundings, loss of cargo, loss of containers, man overboard
incidents and – last but not least – oil and HNS pollution of the sea.

Sébastien Legrand* and Valérie Dulière 
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Figure 1  The Belgian part of the North Sea is intensively used: in red the traffic separation
scheme, in brown dredging and dumping sites, in bisque sand and gravel extraction sites and in
white off-shore wind farms. Marine protected areas are in green.

To efficiently face all these risks and to ensure optimum use of resources, the Belgian
Coastguard structure was created in 2003. Its primary mission is to create and coordinate
cooperation between the 17 Belgian governmental agencies that have legal responsibil-
ities and competencies at sea or in the ports (www.kwgc.be). 

MUMM is a full partner of the Belgian Coastguard, operating the Belgian North Sea
Aerial Survey (Lagring et al., 2012) and monitoring licensed economic marine activities.
In case of marine pollution, MUMM also gives scientific advice for defining the best
strategy for fighting pollution and deploys its surveillance aircraft, the R.V. Belgica and
the surveillance vessel Tuimelaar. Finally, the MUMM operational oceanography team
provides the Belgian Coastguard Agencies with high resolution marine forecasts and
performs on-demand 2D drift simulations of SAR objects and oil spills floating on the
sea surface. This latter service also includes automatic drift simulations of satellite-
detected pollution reported by EMSA CleanSeaNet. 

The MUMM oil drift service is now routinely used by the coastguard’s operators.
Aiming constantly to improve this service and to answer the operators’ needs and
suggestions, MUMM is developing a new tool that gathers and provides relevant scien-
tific-based information to perform a ‘Net Environmental Benefit Assessment’. This
assessment is a legal obligation in Belgium before deciding the best strategy to combat
marine oil pollution. This “Oil Spill Evaluation and Response Integrated Tool”
(OSERIT) must therefore allow end-users to perform and compare several oil drift and
fate simulations in order to estimate the environmental consequences of the pollution on
the marine environment. To meet this ambitious goal, a new 3D mathematical model that
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directly simulates the time and space evolution of oil concentration in the water column
is being developed. This new fate model combines the advantages of the Lagrangian
approach for modelling the surface processes and the Eulerian approach to forecast the
oil concentration chemically dispersed in the water column. 

2. Service definition
The main objective of the research project OSERIT is the development of an integrated
tool that gathers relevant, scientific-based information provided by operational oceanog-
raphy to support the decision-making process of the Belgian Coastguard Agencies in
cases of oil pollution. 

2.1 End-users requirements

From our end-users feedbacks, we identified three kinds of expectations from two
different categories of end-users. The first category includes operational users who need
to quickly access high resolution short term marine and drift trajectory forecast. The
second category of users includes environmental representatives who need to compare
several scenarios in order to assess the environmental consequences of the different
possible strategies to combat the oil pollution.

A priori, the first category of end-users needs a very simple and ready-to-go tool while
the second category needs a solution that offers more advanced options and scenarios,
including the application of chemical dispersant. Both categories agreed with the fact
that the success of OSERIT depends on its quickness, reliability, user-friendliness,
accessibility and inherent quality (i.e. state-of-the-art system). It should allow visuali-
sation and download of required information.

2.2 A web-based interface

To ensure its accessibility by all the Belgian Coastguard Agencies, the OSERIT service
is built around a web-based interface. This interface is voluntary kept as simple and user-
friendly as possible. It will offer 3 basic functionalities: a flexible input form, a visuali-
sation tool and an export tool.

The input form will allow users to define the simulation set-up. Basic inputs are the oil
type (or the SAR object type), the initial time and place and the simulation type (forward
or backward in time). Advanced/optional inputs include the definition of the oil release
and spill scenarios. Because oil spill can result from many different situations, OSERIT
provides some pre-defined scenarios. The user can chose from a “single point” or
“ellipse-shape” oil spill, from an instantaneous or continuous release and finally, from
surface, bottom or water column release. Continuous release from a moving source is
also implemented.

The visualisation tool will allow users to access marine forecast and various diagnostics
derived from the drift simulation such as probability maps for search and rescue
operation, oil polluted zones, residence time and exposure times in oil-sensitive areas or
oil mass balance. Combining the look and feel of Google Maps with the powerful layers
management and rendering of MapServer, the visualisation tool will also allow the
model results to be superimposed on relevant environmental and economic GIS layers.
Figure 1 and Figure 2 are screenshots from the future visualisation tool.
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Finally, the export tool will allow users to download the results of the selected
simulation in various file formats and insert them in their own GIS tool. 

The web-based interface will interact with MUMM web server and the new 3D oil drift
and fate model installed on the MUMM high performance computer. This model is
described in the next section.

3. Model description

3.1 A new 3D mathematical model 

The OSERIT model is a kinetic model, based on empirical data and parametrisations,
that simulates the 3D drift and fate of oil on the sea surface and in the water column. The
current version is based on the Lagrangian particle approach that represents a spill of oil
by the release of particles. The Lagrangian module computes the displacement of each
particle resulting from the combined actions of winds, ocean currents, Stokes drift,
buoyancy, turbulent diffusion, gravity, viscosity and surface tension. Beaching is also
included. The hydrodynamic model COHERENS (Luyten, 2011) was used as a devel-
opment platform for OSERIT.

More particularly, the advection at the sea surface is computed as a combined effect of
winds, surface water currents and waves. Within the water column, particles move under
the action of water currents, waves and buoyancy effects. The turbulent diffusive
transport is expressed using the random walk technique following Wang et al. (2008).
Particles can move from the surface into the water column through the process of vertical
natural dispersion mainly due to the action of breaking waves. Surface oil is then split
into smaller droplets that are propelled into the water column. The oil natural dispersion
follows the kinetic approach of Tkalich and Chan (2002). The oil entrainment rate from a
surface slick to the water column is computed along with the intrusion depth of the
droplets. Two different parametrisations have been implemented in OSERIT to simulate
the horizontal surface spreading of oil over the water surface mainly due to the combined
effect of gravity, inertia, interfacial tension and viscosity. The first method is based on
Fay (1970) and approaches the spreading due to gravity-viscous forces by computing
random velocities in the range of velocities that are assumed proportional to the diffusion
coefficients (Garcia et al. 1999). The second method, also based on Fay (1970),
considers the oil slick as an ellipse which elongates along the wind direction (Lehr et al.,
1984). The surface horizontal spreading stops when the terminal thickness is reached
based on data from McAuliffe (1987), as done in French (2003). 

3.2 Hydro-meteorological forcing

OSERIT offers the availability of various hydro-meteorological forcing. Currently, two
forcing data sets have been implemented. The first one comes from MUMM forecasts,
and the second one from MyOcean. 

3.3 Future model developments

The model is currently undergoing further development, and soon will have new
modules to compute oil evaporation and sedimentation be implemented in OSERIT. An
Eulerian module is also being developed. Once validated the Eulerian module will be
coupled one-way to the Lagrangian one. The Eulerian module will be used to simulate



Sébastien Legrand* and Valérie Dulière 185
the evolution of oil dispersed into the water column while the Lagrangian one will be
used to simulated the drift of non-dispersed oil at the sea surface and in the water
column.

Figure 2  Satellite image taken on 19 August 2011 (5:31 UTC) by the COSMO SkyMed System
(left) and the corresponding model estimation of the oil slick position superimposed on the same
satellite image (right). The colours on the right panel represent time intervals of 6 hours during
which the oil has been released. The dark red part of the slick represents oil that has been released
during the 6 hours before the satellite image was taken while the dark blue part of the slick repre-
sents oil that has been released between 36 and 48 hours before the satellite image was taken. The
Gannet F platform is represented by green drawing pin. 

4. Test case
To evaluate the current version of the OSERIT model, the model has been set up to
simulate a real test case: the Gannet incident. Model results have been compared to
observations.

4.1 The Gannet incident

On 10 August 2011, a subsea structure linking the Gannet F wells to the main platform
broke, about 180 km east of Aberdeen (Scotland). Oil leaked until 19 August giving a
total oil loss of 218 tons, as estimated by Shell (~1300 barrels). Slicks were observed as
far as 30 km from the leak. Most of the oil has been naturally dispersed offshore and did
not reach the Scottish coasts. No significant environmental impacts have been reported.

4.2 Observations

After the incident, e-GEOS made some satellite images of the slick available (www.e-
geos.it/news/11-08-23-gannet/index.html). These images were taken from radar sensors
mounted on satellites of the COSMO-SkyMed system. SITREPs from the UK Maritime
and Coastguard Agency were also made available to us through the Bonn Agreement
parties.
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4.3 Experimental set up

The Gannet incident occurred just out of the domain covered by MUMM’s models.
Therefore, the model was set up to use the hourly surface ocean current forecast from
MyOcean NWS MFC. The 10 m wind forecasts were taken from UK Met-Office
forecasts. No wave forecasts was available to us at that time. 

The model was set up to simulate the surface drift due to wind and water current,
horizontal diffusion and natural vertical dispersion. Due to the lack of information on 3D
water currents and sea state, the simulation has been limited to 2D drift (instead of 3D),
and the entrainment rate of surface oil into the water column has been taken as constant. 

The model release scenario was as follows: the leak was assumed to be continuous and
was represented by the surface release of 30 Lagrangian particles every 10 minutes at the
Gannet F position. 

4.4 Results and discussion

The reports from the UK Maritime and Coastal Agency state that the surveillance flight
on 19 August 2011, 7:40 UTC observed a surface oil slick that was 24.5 km long and
0.05 km wide. The satellite image taken earlier the same day (5:31 UTC) by the COSMO
SkyMed System shows a continuous slick at least 16 km long, starting at Gannet F and
going South (Figure 2, left panel). Note that the satellite image only covers one part of
the sea area that is covered by oil. 

The first portion of the observed oil slick elongates from the leak location towards SSW
over 6.5 km, and then shifts westwards. At the turning point, it presents a ring-shaped
oil-covered area. The second portion elongates over ~4 km towards the south and ends in
a disk shape. The third portion elongates toward the SSW and includes an oil-covered
area of ~2 km radius. Finally, the slick elongates towards the SW until it reaches the
limit of the area covered by the satellite. 

The OSERIT model simulates the position of the observed oil slick well (Figure 2, right
panel). It captures the general shape, orientation and dimensions of the slick and is also
able to capture more specific features of the slick such as the ring-shaped oil-covered
area at the end of the first portion of the slick. Colours on Figure 2 tell how long the oil
has been released before the satellite picture was taken. Each colour corresponds to a 6-
hour time frame. So the dark red part of the slick represents oil that has been released 0–
6 hours before the satellite image was taken, while the dark blue represents the oil that
has been released about 36–42 hours before the satellite picture. These colours clearly
show how tides affect the drift and therefore the shape of the slick. It appears that the
larger oil-covered areas follow turning points in the tidal regime. Note that the model
slightly overestimates the amplitude of the slick movement due to ocean tidal current.
This might be due to an overestimation of the amplitude of tidal currents in the ocean
forcing. From time to time, a small shift can be noticed in the position of the simulated
slick compared to the position of the observed slick. The shift is sometimes to the east,
sometimes to the west. It usually remains under 1 km and never exceeds 2 km. This shift
in the position can probably be explained by the low resolution of the wind forcing
dataset or by the fact that the simulation does not include the Stokes drift (since no wave
observations were available at the time the proceeding was written).
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5. Conclusion
The research project OSERIT aims at developing an integrated tool that gathers relevant,
scientific-based information provided by operational oceanography to support the
decision processes of the Belgian coastguards in case of emergencies such as oil
pollution of the sea. This tool is designed as a one-stop shop service to access currents,
temperature, salinity, wind and waves forecast and allows launching, visualising and
downloading both simple and complex 2D and 3D drift simulations. Based on state-of-
the-art techniques, special care has been taken to meet the end-users requirement for tool
quickness, reliability, user-friendliness, accessibility and inherent quality. The inherent
quality of the tool has been illustrated using the Gannet incident. The drift model is able
to capture the general features of the slick (shape, orientation and dimensions) as well as
more specific features (ring-shaped oil-covered area…).

In September 2012, OSERIT will be at the heart of the next upgrade of the operational
service MUMM delivers to the Belgian Coastguard Agencies.
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Marine Information Services associated with HF 
radar observing networks

Abstract
The expansion of ocean observing networks, both in-situ platforms (buoys, mareographs,
etc.) and remote observing technologies, such as coastal HF radars and satellites,
together with the increasing ocean modelling capabilities are resulting in a huge growth
of data and information on the ocean. 

Marine information services associated with HF Radar are experiencing a strong
increase in recent years. This paper presents firstly a review of the latest significant
advances regarding the technology itself, which have contributed to make its integration
into operational ocean observing networks possible; secondly, a snapshot of the recent
development that HF Radar observing networks are undergoing in the Iberian Peninsula.
We focus then on the information services based on HF Radar data and additional
measured and modelled data that are currently being provided. 

Keywords: HF radar, oil spill, PORTUS, ocean remote sensing, SeaSonde

1. Key advances around SeaSonde HF Radar technology

1.1 Large antenna arrays evolve into a single antenna solution

One critical issue when planning an HF radar installation is to minimise land occupation
in order to keep both ecological and visual impacts to the feasible minimum. This
requirement is an absolute must if considering installations on oil platforms, small
islands or piers. 

The first HF radar to demonstrate and validate current and wave measurement capability
was built between 1969–1973 in a program led by DARPA and NOAA, in cooperation
with Scripps Institution of Oceanography and Stanford University. Designed by Donald
Barrick (nowadays President of CODAR Ocean Sensors, Ltd.) at NOAA Environmental
Research Laboratories (ERL), the radar with its original 500-meter long phased-array
antenna was bulky and inconvenient for deployment, but proved the point that HF radar
is a viable tool for measurement of ocean current and wave parameters.

In 1972, management at NOAA decided to develop an alternative to the large, costly
phased-array technology for current and wave mapping. This led to the compact
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CODAR approach that replaces large phased arrays with single mast direction-finding
(DF) antenna units. 

The technology has evolved from the original 1972 CODAR radar and is now the
SeaSonde®, for which the latest version has all transmit and receive elements colocated
atop a single mast and occupies as little as one square meter for its deployment. 

Figure 1  Current mapping HF radar antenna evolution in the last 40 years: 
#1: 500-m long phased array radar at San Clemente Island, circa 1972. Smaller inset image shows
the trailers used to house the radar electronics and computer system. 
#2: the first NOAA-built CODAR antenna system consisting of a square monopole receive array
with direction-finding closed-form solutions for bearing. Smaller inset image shows the electronics
and DEC PDP-11/23 computer and tape drives used for near-real-time processing and archival.
#3: The first crossed-loop CODAR antenna, built of copper. 
#4: a later version of crossed-loop CODAR antenna, built of PVC. 
#5: Successor to CODAR, the SeaSonde. 
#6: Latest SeaSonde antenna system with all transmit and receive elements colocated atop a single
mast. 

1.2 Frequency sharing capability by multiple radars

Because the MF/HF/VHF bands have not been used for most radar applications up to
now, there have been no frequency bands designated for radar below 430 MHz by the
ITU (International Telecommunications Union). Thus, users must apply for “secondary
licenses”, meaning they cannot interfere with “primary” users. To avoid interference,
each user would like a frequency separate from all other HF radar users (as well as from
the conventional radio users of these bands). The problem is exacerbated by the wide
signal bandwidths needed for radar operation in contrast with radio communications. To
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achieve a 1 km range cell, one needs 150 kHz bandwidth, for example. Typical radio
channels occupy 5 kHz bandwidth or less. This means that one radar user monopolises
30 potential radio channels. Finally, a given fixed bandwidth (like 150 kHz) occupies a
much larger fractional bandwidth percentage-wise at HF (e.g., 5 MHz) than at
microwave (e.g., 5 GHz). All of this makes it clear that each new user will not receive a
separate frequency for his own use; multiple users must share the same frequency in a
manner that does not cause mutual interference. 

CODAR invented and patented a methodology based on GPS timing along with FMCW
(frequency-modulated continuous wave) gated signals to control the exact sweep time of
multiple transmitters down to nanoseconds so all transmitters can occupy the exact same
frequency channel (Barrick, 2008). This enables a single receive antenna to process
unambiguously scattered signals from multiple transmitters as described in the next
section. The signals from various transmitters are identified and separated in the demod-
ulation phase.

1.3 Multistatic processing for the enhancement of coverage and data quality

The normal mode of radar operation is backscatter (or monostatic). In this mode, trans-
mitter and receiver are collocated, sometimes sharing the same antenna, while in others
the transmit and receive antennas may be separated a small distance. Together with the
patented frequency sharing method explained in the previous section, CODAR also came
up with an inexpensive solution that allowed bistatic operation (Barrick, 2008). This
enables a single receive antenna to process unambiguously scattered signals from
multiple transmitters. Thus not only mutual interferences are eliminated, but the use of
other station's signals is possible. In fact, a single coastal station can simultaneously
operate in a backscatter mode (using its own transmitted signal’s sea echoes), but also
using the echoes from several adjacent coastal SeaSondes transmissions. This gives rise
to the term multistatic instead of bistatic. 

Figure 2  Left: Coverage and quality of four backscatter Long-Range SeaSondes off the coast of
New Jersey. Dark red indicates best quality of total vectors; yellow going to white indicates poor
or no coverage. Right: Example of 50% coverage extension using an additional multistatic trans-
mitter on a buoy (red point) by adding a transmitter on a buoy 150 km offshore, operating multi-
statically with the four SeaSondes. 
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There are two advantages of extending an existing backscatter network to multi-static:

• It extends the area of coverage

• It adds redundancy in the backscatter region, thereby increasing current measurement
accuracy and robustness.

2. Iberian Peninsula SeaSonde HF Radar network
In 2002, the Prestige oil spill disaster off the northwestern coast of Spain acted as a wake
up call highlighting the importance of preparing for such a crisis. It led to Spanish Insti-
tutions prioritising the improvement of maritime protection related activities, operational
oceanography and oil spill response preparedness. 

Back in 2005 a cooperation agreement aimed to increase marine safety and efficiency in
navigation and harbour management was signed between Puertos del Estado, the General
Directorate of the Merchant Marine of the Spanish Ministry of Public Works and the
Galician Government (Xunta de Galicia). One of the primary focuses of the agreement
involved the development of advanced ocean observing infrastructures and, as an
essential element, the installation of an HF coastal Radar network.

Figure 3  The yellow line represents the trajectory followed by the Prestige ship. The accident
occurred inside the radar coverage area but when the ship finally sank 6 days later it was just
outside the coverage area.

A successful initial installation led by Puertos del Estado was the beginning of HF radar
implementation in the Iberian Peninsula that will result in 20 radars by the end of 2012.
We introduce below some of these systems together with their associated operational
services and research areas. 

2.1 Galicia HF radar network

Today, in 2011, the Galician HF radar network is made up of four SeaSonde long range
5 MHz radars that provide real time surface currents and wave information along the
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coast from Silleiro in the south close to the boarder to Portugal to Prior in the North (280
km or 75% of Galicia coast) and with a range of up to 200 km from the coast. The opera-
tional-scientific exploitation of data is carried out by to Puertos del Estado and the
Galician Regional Government. Puertos del Estado runs an online validation and quality
control of the radar observations from the very initial project layout and system start up.
In addition to the long range HF Radar network, the Physical Oceanography Group of
University of Vigo in Galicia (GOFUVI) has implemented a high-resolution HF radar
system in the Ría de Vigo.

The areas of application of Galicia HF radar collected data are very wide. Real-time
surface currents information is openly available online with a special focus on its use by
Spanish Port Authorities in order to improve safety in navigation. The use of these data
has also resulted in a continuous improvement of oil spill trajectory forecast and
backtracking models (Abascal et al., 2009) and the increase in the quality of both ocean
models and observations in the area. As a principal result of all these efforts over the
years, Galicia has become one of the most advanced science and knowledge devel-
opment platforms concerning HF Radar technology in Europe.

2.2 Portugal HF radar network

The first HF radar network in Portugal was deployed in the Sines area by the Hydro-
graphic Institute (IH is the Portuguese Navy's Laboratory for Ocean Sciences), which is
a principal operational oceanography institution in Portugal. The system consists of 2
standard-range SeaSonde radars with a spatial resolution of about 1 km. This system is
part of the SIMOC (Operational Surface Currents Monitoring System) project. The Sines
area, positioned halfway between Lisbon and Algarve, was chosen as the first permanent
HF Radar deployment area since it is one of the most sensitive locations of the Portu-
guese coast, having a major petrochemical harbour, and directly to the south, a natural
reserve (Natural Park of the Southwest of Alentejo). Environmental monitoring by
means of HF radar in this area is understood as a preventive action to improve safety
along one of the heaviest ship traffic corridors in the world. The data series obtained will
also contribute to the IH modelling activities in currents and oil spill models.

The Portuguese network will be expanded inside the period 2011 to 2012 by the TRADE
initiative (Trans-regional RADars for Environmental applications that is being imple-
mented in partnership by the Spanish Puertos del Estado, the Portuguese Hydrographic
Institute and the Cadiz University) along the Iberian Algarve and Andalucía coasts
including as part of it also the monitoring of the Gibraltar Strait. Five HF radars will be
installed along the coast covering a large part of the area between Cape San Vicente and
Gibraltar Strait. This sensitive area, which has several natural parks along the coast and
is one important touristic destination in Europe, is the scenario of one of the world's
largest vessel concentration and traffic areas in the world. The TRADE project is aimed
to contribute significantly to the ocean observing infrastructure required by the region
for safe navigation and, at the same time, to help the decision makers in order to improve
the coastal management of this area. It is envisioned that additional scientific groups join
the original TRADE partners creating a strong permanent environmental applications
oriented knowledge base and work team around coastal HF Radar.   
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2.3 Additional projects and ongoing initiatives

The Basque Government in cooperation with AZTI (a Technological Centre specialised
in Marine and Food Research) along the Gulf of Biscay, SOCIB (a Coastal Ocean
Observing and Forecasting System located in the Balearic Islands) in the Ibiza Channel
and the Spanish Ministry of Environment, Rural and Marine Affairs in the Ebro River
Delta have also implemented multipurpose ocean observing networks giving thus life to
the largest HF Radar observing infrastructure in Europe.

Figure 4  Iberian multipurpose HF Radar network.

3. Marine Information Services and Tools related to HF Radar 

3.1 Rapid deployable HF Radar currents information

In January 2009, The Norwegian Clean Seas Association for Operating Companies
(NOFO) and the Norwegian Coastal Administration (NCA) announced 18 defined
technological challenges concerning oil spill response, seeking new ideas and proposals
for solutions. Almost 180 ideas were submitted by private enterprises in Norway and
abroad. Following rounds of evaluations, 20 projects were approved with funding from
NOFO. “Rapid Deployable HF Radar for Emergency Spill Operations” was one of the
most successful projects among these 20. The Norwegian company CODARNOR lead
the project in which CODAR Ocean Sensors, the Norwegian Meteorological Institute
(met.no) and QUALITAS were partners. The objectives that were reached in this project
were: 

• To develop a Mobile SeaSonde HF radar unit that can be rapidly deployed to the
coast of Norway to aid in effective and efficient oil spill response.

• To develop of a data service that provides high quality SeaSonde-derived 2-D current
fields using OMA (Open Mode Analysis) technique (Kaplan and Leiken, 2007) to
The Norwegian Meteorological Institute in near real time for spill drift model input
and operations planning.

• To demonstrate that SeaSonde-derived 2-D current fields can improve operational oil
spill drift model results.

By supplementing models with real time data, calculation of oil drift trajectory and
spreading in coastal waters were significantly improved. This is more and more
important as oil exploration and production activities move closer to the Norwegian
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coast. As a future extension, it is envisioned that forecasters from Norwegian Meteoro-
logical Office will be able to use the OMA surface currents to blend with modelled
currents to improve their operational 24h emergency oil spill service. 

3.2 Tsunami Detection

It was over 32 years ago that Barrick first described how an approaching tsunami could
be measured from its HF radar-observed current pattern in a 1979 Remote Sensing of
Environment article (Barrick, 1979). With few HF radars operating at that time and
sizable tsunamis being a rare or infrequent occurrence, this research went largely
unnoticed for many years. Following the 2004 Indian Ocean tsunami, Lipa and Barrick
revisited the topic by developing a tsunami pattern recognition algorithm that worked
against the ambient background flows. The methods described in their 2006 paper (Lipa
et al., 2006) formed the basis for the first and only commercial HF radar tsunami
detection software package available on the market. The radar measures the velocity of
the particle-like Bragg waves arrayed over the surface of the tsunami wave. While the
tsunami height increases slowly as depth decreases, the particle/Bragg velocity increases
much faster: as the inverse three-quarters power of the depth. Therefore as the water gets
shallower, the velocity seen by the radar begins to stand out from the background circu-
lation in that region. 

The last Japan catastrophic earthquake and tsunami confirmed the validity of these
methods. Two SeaSondes installed in Hokkaido (Japan) observed the Tsunami signature
and nine hours later SeaSondes installed in the West Coast of the Continental U.S. could
also identify this signature. 

3.3 PORTUS Marine Information System

The PORTUS concept was initially developed by Puertos del Estado as the Oceano-
graphic Information System to manage and make observations (more than 200
measurement devices) as well as forecasting information available to its stakeholders
and the general public.

PORTUS is a web-based Marine Information System. Its main aim is to make all
available marine data & information easily available through a single geographical
interface to favour its use and integration.

Some of PORTUS features are: 

• Flexible Marine Information System with special focus on SeaSonde HF Radar

• Friendly multisource data visualisation interface

• Secure data storage and management (historic, real-time, forecast)

• Multilayer web based secured access through Internet

• Specialised tools to take the most out of HF Radar (QA/QC, data fusion and forecast
products…)

• Powerful export capabilities in a wide range of standard and non-standard formats
and data serving to other systems

Today multiple added value advanced applications related to coastal HF Radar operation
are nested in this tool providing daily benefits to a large variety of interested users and
society in general. 
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Figure 5  Puertos del Estado general Oceanographic Information System. (www.puertos.es) 
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Real time in-situ data management system for 
EuroGOOS: A ROOSs–MyOcean joint effort

Abstract
MyOcean is the implementation project of the GMES Marine Core Service to develop
the first concerted and integrated pan-European capacity for Ocean Monitoring and
Forecasting. Within this project, the in-situ Thematic Assembly Centre (in-situ TAC,
INS-TAC) of MyOcean is a distributed service integrating data from different sources
for operational oceanography needs. The MyOcean in-situ TAC collects and carries out
quality control in a homogeneous manner on data from outside MyOcean data providers,
especially EuroGOOS partners in Europe, to fit the needs of internal and external users.
It provides access to integrated datasets of core parameters for initialisation, forcing,
assimilation and validation of ocean numerical models. Since the primary objective of
MyOcean is to forecast ocean state, the initial focus is on observations from automatic
observatories at sea (e.g. floats, buoys, gliders, ferrybox, drifters, SOOP) which transmit
to the shore in real-time. The second objective is to set up a system for re-analysis
purposes that integrates data over the past 20 years. The global and regional portals set
up by the INS-TAC have been extended by the EuroGOOS ROOSs (Arctic ROOS,
BOOS, NOOS, IBI-ROOS, MOON together with Black Sea GOOS) to integrate
additional parameters important for downstream and national applications.

Keywords: ocean database, in-situ data, operational oceanography, Europe

1. Introduction 
In the past decade, the nature of requirements by national and international agencies have
changed: they want to know or estimate what the future of the earth will look like and
what the impact will be on their territories due to climate change, ocean health
monitoring (e.g. Marine Strategy Framework Directive) and fisheries assessment, but
they cannot pay the full bill for the data acquisition. Therefore they are pushing, and
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nowadays more often imposing, a change in data policy and a move towards increased
data sharing, in which data acquired with public funds should be freely available to the
community.

Moreover, the nature of science itself has changed. Investigators and research funding
agencies are looking for context, impacts, and synthesis, rather than just focusing on
individual, well-defined processes. Most scientists need the data collected by others as
well as their own. They cannot do their work using only the data they have collected by
themselves.

The growth of operational oceanographic services, based on downscaling of global
model results, is really important. These are in demand by users especially for real/near
real-time data such as operational meteorology has been providing for a long time.

The scope of the EuroGOOS ROOSs (Regional Operational Oceanographic Systems) is
wide, from observing system operation and maintenance, research activities, ocean
modelling and forecasting to the development of downstream services for end users. The
needs of the ROOSs in terms of data management are partially addressed by the on-
going development carried on within GMES, SeaDataNet and other EU initiatives. It is
essential to improve the quantity, quality and accessibility of marine information for
decision-making and to open up new economic opportunities in the marine and maritime
sectors of Europe, for the benefit of European citizens and the global community.

Figure 1  EuroGOOS ROOSs and GMES.

2. Requirements from users
In “The science base of EuroGOOS” (Prandle et al., 1998) some limitations related to
data exchange were highlighted. The situation has improved but the following statements
are still relevant and should be seen as priority actions not only in Europe but around the
world.
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• Lack of international infrastructure for operational oceanographic data gathering,
transmission, and products, (e.g. as adopted in World Weather Watch), and conse-
quently lack of common standards. This is still true in general, although the situation
has improved a lot in the past 10 years in the physical oceanographic domain.
Experience within the GODAE (Global Ocean Data Assimilation Experiment), Argo
and GHRSST (Global High Resolution Sea Surface Temperature) programmes have
shown that it was possible to reach consensus on common standards (on issues such
as data formats, real-time and delayed mode quality control and data distribution). In
some domains, such as bio-geochemistry, there is still a long way to go.

• Lack of clear right or duty to collect and transmit real-time data. Once again in the
past ten years we have seen the concept of “portals” emerging with the duty to serve
data to users in real-time: Salto/DUACS for altimetry, Medspiration/GHRSST for
SST, Argo and GOSUD (Global Ocean Surface Underway Data) Global Data centres
and JCOMMOPS are examples that exist nowadays. It has been shown that sharing
data rapidly is not a burden for scientists. On the contrary, it is beneficial as problems
are detected more rapidly by comparison with nearby measurements and collabo-
ration to set up appropriate observing system facilitated. 

• Lack of proper design of a services infrastructure, using, for example, multiple data
inputs such as wind, waves, and currents, to generate predictions of oil spill
movements. With the GMES (Global Monitoring for Environment and Security) initi-
ative in Europe we have seen a demonstration of the capability to build end-to-end
services for users. Some projects like Mersea/MyOcean, Marcoast or PolarView are
consolidating the systems that will be needed to be sustained in the future.

• Imbalance between monitoring (measurement) technology and capacity for post-
processing data and subsequent real time use of numerical models. Money and man
power have been allocated to compile homogeneous datasets both at national and
international level. This is illustrated by the French Coriolis project, the EU project
SeaDataNet and DMAC (Data Management and Communications) in the USA. This
effort should be sustained in the future.

In the past decade progress has been driven not only by applications such as Operational
Oceanography but also by a fundamental change in cultural behaviour among scientists.
This important change started in the satellite community where it was possible to bring
together data from missions managed by different countries (altimetry from NASA and
ESA, SST from most space agencies) but also in the in-situ world where Argo has been a
pilot experience for the other JCOMM (WMO-IOC Joint Technical Commission for
Oceanography and Marine Meteorology) networks (Belbeoch et al., 2010).

As a summary what a user requires is:

• To know what data is available, to be able to collaborate with other institutes and
improve the observation strategy and coordination

• To access the data easily – to be able to use the data without having to consider who
processed them as it will be known to have been done in a coherent way and there is
access to enough metadata to understand what processing has been carried out.
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3. The EuroGOOS strategy
In 2008 the DATAMEQ (DATA Management Exchange and Quality) working group,
composed of data managers from the EuroGOOS, ROOSs and EU projects addressing
data management issues (Euro-Argo, EuroSites, SeaDataNet, ICES, Ferrybox, INSPIRE,
ECOOP, Satellite), issued a set of recommendations (Pouliquen et al., 2008) that was
endorsed by the EuroGOOS members at the annual EuroGOOS meeting in 2008. It was
agreed that the ROOSs should set up regional portals extending what had been bench-
marked in ECOOP and consolidated/certified in MyOcean as a basic infrastructure for
EuroGOOS Data Exchange. It was also recommended that these portals should use
standard vocabularies developed within SeaDataNet and use the OceanSites NetCDF
format for data distribution. It was agreed that the ROOSs should maintain regional
catalogues of the operational observing systems that should be used to update a
European catalogue more easily in a semi-automatic way. Finally it was agreed that a set
of quality control procedures applicable in near real time automatically should be
assembled by the DATAMEQ working group and used by the EuroGOOS members as a
minimum level of quality control processing.

Setting up such a system will reduce the duplication of efforts among the agencies,
improve the quality and reduce the cost of the observation distribution, improve access to
the observations and therefore increase the benefit of the observation “observed once
used multiple”. It will necessitate the establishment of key partnerships to increase data
availability inside each region making it more sustainable over time and allowing the
development of downstream services. 

It necessitates agreement on common data policy enabling open and free access to data
and agreement on common standards and protocols to share data between institutes.

4. The MyOcean in-situ Thematic Assembly Centre (INS-TAC)
MyOcean aims to provide a sustainable service for Ocean Monitoring and Forecasting
validated and commissioned by users. The MyOcean information includes observations,
analysis, reanalysis and forecasts describing the physical state of the ocean and its
primary biogeochemical parameters. It also contributes to research on climate by
providing long time-series of re-analysed parameters. It started in 2009 for 3 years and
will continue for an additional 2.5 years through the MyOcean II project that started in
April 2012.

Within this project, the in-situ Thematic Assembly Centre of MyOcean is a distributed
service integrating data from different sources for operational oceanography needs. The
MyOcean in-situ TAC collects and carries out quality control in a homogeneous manner
on data from outside MyOcean data providers (national and international networks), to
fit the needs of internal and external users. It provides access to integrated datasets of
core parameters for initialisation, forcing, assimilation and validation of ocean numerical
models which are used for forecasting, analyses (nowcast) and re-analysis (hindcast) of
ocean conditions. Since the primary objective of MyOcean is to forecast ocean state, the
initial focus is on observations from automatic observatories at sea (e.g. floats, buoys,
gliders, ferryboxes, drifters, SOOP) which are transmitted in real-time to the shore at
global (V0 2009) and regional (V1 mid-2011) scales both for physical and biogeo-
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chemical parameters The second objective is to set up a system for re-analysis purposes
that requires products integrated over the past 25 years for temperature and salinity
parameters. This will be the main challenge of MyOcean II for the European seas.

Since the elaboration of the proposal, the MyOcean in-situ TAC has been designed to
rely on the EuroGOOS ROOSs with regional coordination endorsed by partners from the
ROOSs and on a global component based on the Coriolis data centre that acts as a
GDAC (Global Data Centre) for some of the JCOMM networks. 
 

Figure 2  The in-situ TAC global and regional components. Institute responsibilities inside each
component.

The MyOcean in-situ TAC is focused on a limited number of parameters:

• Temperature and salinity: global and regional, produced in real time (all components)
and delayed mode (global, as prototype in other regions) 

• Currents: global and regional, produced in real time (global, North West Shelves,
Mediterranean Sea, Baltic) 

• Sea level: regional, produced in real time (South West Shelves, North West Shelves,
Baltic) 

• Biogeochemical (chlorophyll, oxygen and nutrients): global and regional, produced
in real time (all components) 

The in-situ TAC architecture is decentralised. However, the quality of the products
delivered to users must be equivalent wherever the data are processed (Pouliquen et al.,
2010). The different functions implemented by the global and regional components of
the in-situ TAC are summarised in Figure 3. 
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Figure 3  Functions to be implemented by an in-situ TAC component.

Each region has implemented 4 core functions:

• Acquisition: Gather data available on international networks or though collaboration
with regional partners

• Quality control: apply automatic quality controls that have been agreed at the in-situ
TAC level. These procedures are defined by parameter, elaborated in coherence with
international agreement, in particular SeaDataNet, and documented in MyOcean
catalogue

• Product Assessment: Assess the consistency of the data over a period of time and an
area to detect data not coherent with their neighbours but that could not be detected
by automatic quality control (QC). This function has a level of complexity in its
implementation which is clearly different from the other three as it is highly reliant
on scientific expertise

• Product distribution: make the data available within MyOcean and to the external
users 

Each region has organised the activities according to the expertise and background in
data management for operational oceanography. 

• The 4 functions are implemented in one institute per region (e.g.: Arctic, Black Sea)

• The 3 functions (Acquisition, QC and Assessment) are implemented by parameter
(Baltic and NWS) and only Distribution is centralised

• Acquisition and QC is done by platforms (Mediterranean Sea, SWS and Global), one
institute taking care of the assessment and distribution is centralised.

The global component of the in-situ TAC (www.coriolis.eu.org/Data-Services-Products/
MyOcean-In-Situ-TAC) collects the data from the regional components and integrates
them into the global product acting as a backup of the regional centres. The main distri-
bution channel for the INS-TAC is FTP. The Open Geospatial Consortium (OGC)
viewing service (WMS) and OPeNDAP access are under development and is gradually
being set up in 2011–2012. (Pouliquen et al., 2011).

5. Extension to EuroGOOS needs
As the structure of the FTP portal is based on platforms it was feasible to integrate the
measured parameters and also to include platforms that measure parameters not
processed by MyOcean in-situ TAC such as wind and waves. This activity has been
endorsed by the ROOSs in collaboration with the regional INS-TAC partners and no
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additional near real time QC is performed on the new parameters. In collaboration with
SeaDataNet, the appropriate vocabularies have been used to integrate the new param-
eters and SeaDataNet will extend these vocabularies if needed.

Figure 4  Structure of the FTP portal.

The monitoring tools developed for MyOcean benefit the ROOSs as the service is
operated jointly. These tools monitor

• The availability of the portals: since the start of the V1 an availability of more than
95% has be reached on a trimestral basis for a commitment of 93% taking into
account that there is no personnel on duty outside working hours and working days.

• The continuity of the data integration: this allows detecting when one data provider
server is down and retrieving the data when back on-line.

• The delays in order to reach a 24–48 h delivery from observation date. 

The permanent service improving loop that drives MyOcean activities will therefore
benefit the ROOSs with lower additional activity performed at ROOS level. 

A new data provider has to contact the ROOS portal manager and provide access to the
data via an FTP server without needing to change the in-house format (as long as it
contains enough metadata information). The conversion to common NetCDF format is
taken on board by the MyOcean in-situ TAC partners as well as data integration on the
portal.

Presently about 2500 platforms are transmitting observations on a global scale each day
from a total of 8500 different platforms within a month. The numbers are different
because some platforms do not transmit data every day (e.g. Argo floats transmit every
10 days, vessels do not transmit when they are in harbour).
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Figure 5  Data available in December 2011 in the different regional portals and at the European
portal. 2500 platforms transmit observations at a global scale each day from a total of 8500
different platforms. 
Red: Moorings and Tide gauges, Green: drifters, Dark blue: Vessels, Pink: Argo, Light blue: other
platforms from GTS.

During 2011, MyOcean INS TAC partners have provided a service on the FTP servers
with a rate higher than 98% availability over a month and a restart of less than one hour
except once during a long break were it took more than a day to restart the service. Most
of the user requests are answered within a day. 

6. Future developments 
This infrastructure developed jointly by MyOcean and EuroGOOS ROOSs has set up a
useful service both for operational oceanography in Europe but also for the research
community and the development of downstream services. It relies on an open and free
data policy and the EUROGOOS ROOSs should encourage such a data policy.

In the coming years it will be strengthened within MyOcean II to enhance the assessment
of the products and develop temperature and salinity time series for re-analysis activities.
It will also be extended to coastal data within the JERICO project (www.jerico-fp7.eu)
as well as in Mediterranean Sea within Perseus (www.perseus-fp7.eu). On the global
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scale a better integration of the European glider data will be developed within the
GROOM project. This infrastructure will be used by the EMODNET-PP project
(www.emodnet-physics.eu) to provide a discovery and viewing service for fixed point
stations and ferrybox data managed by MyOcean/EuroGOOS for real time and SeaDa-
taNet for historical data.

It is important that this infrastructure is sustained jointly in the long term by the regions
and the European Commission and not only through national funds complemented by FP
projects as is the present situation. 
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The MyOcean Thematic Assembling Centre: a new 
Integrated European Service to access satellite 

ocean colour data

Abstract
The synoptic view and the regular data coverage provided by satellite data make them
essential for monitoring the marine ecosystem. The MyOcean Ocean Colour Thematic
Assembling Centre is a key component of the operational ocean observing and
forecasting systems currently developed in Europe. The OCTAC is a distributed system
built on the existing activities and services developed previously within the EC
supported projects. The OCTAC provides Global and regional ocean colour products
covering the Global ocean and European Seas. In this paper the OCTAC system and its
products are described with the major scientific and technological steps taken to develop,
maintain and improve the system and its products. 

Keywords: ocean colour, satellite, operational oceanography, service 

1. Introduction 
Over the last 20 years, observation of the ocean by satellite sensors has become an
essential element of ocean research and monitoring systems. Today physical properties
of the ocean such as surface temperature and slope, wave height and surface winds are
measured globally at high resolution and provide reliable inputs to ocean circulation
models. The spatial synoptic view and the regular sampling afforded by satellite
remotely-sensed data are unparalleled by other measurement systems in the monitoring
of marine ecosystems. Since the launch of SeaWiFS, MODIS and MERIS missions,
ocean colour data have contributed increasingly to investigating marine ecosystems,
coastal and ocean productivity, and climate variability. Ocean colour sensors deliver data
that can be used to generate a variety of oceanographic products (e.g. chlorophyll
concentration, CDOM, Diffuse attenuation coefficient, etc.). These products are essential
to monitor the state of the marine ecosystem at short and long time scales. Moreover,
ocean colour data also enables detection and monitoring of marine hazards (e.g.
pollution and harmful algal blooms).
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Satellite measurements of ocean colour parameters, such as chlorophyll, are also needed
in modelling of marine ecosystems to evaluate model output or to be assimilated into
ecosystem models. 

Access to long-term, continuous and near real time ocean colour data is considered one
of the requirements of operational oceanography. This paper provides an overview of the
Ocean Colour Thematic Assembly Centre (OCTAC), which is one of the observational
components of the new operational ocean forecasting systems currently being developed
by MyOcean in the framework of the European Global Monitoring for Environment and
Security (GMES) Programme. MyOcean is delivering the data products and decision
support information needed by governmental agencies, commercial organisations and
individual citizens in order to ensure the safety of maritime operations, to manage the
marine environment sustainably and to protect its resources.

OCTAC was designed to take advantage of the pre-existing pre-operational systems
developed in Europe over the last few years in the framework of Member State and
European and ESA projects. It will ensure a rapid evolution towards a common
European ocean colour integrated service. OCTAC system design and implementation
take into account MyOcean user and engineering requirements and present scientific
consolidated knowledge. Research and development activities were planned to improve
the quality of ocean colour products thus ensuring a long term system evolution.

In the following sections the OCTAC system and its products are described with the
major scientific and technological steps taken to develop, maintain and improve the
system and its products. 

2. The Ocean Colour Thematic Assembling Centre
The main mission of OCTAC is to operate a European Ocean Colour Service for GMES
marine applications providing global, pan-European and regional – NW Shelf, Arctic,
Baltic, Mediterranean, Iberian-Biscay-Ireland (IBI) and Black Sea – high quality ocean
colour products, accompanied by a suite of quality assurance items including accuracy.

OCTAC was designed to bridge the gap between space agencies providing ocean colour
data and the MyOcean component dedicated to modelling and forecasting (i.e., the
Modelling Forecasting Centres known as MFCs) as well as the gap between space
agencies and organisations providing value-added services that require ocean colour-
derived information. 

To achieve the two objectives mentioned above, OCTAC generates not only products for
MyOcean data assimilation but also for direct use by intermediate/end users (intergov-
ernmental bodies, National Environmental Agencies, etc.) to monitor the marine state.
OCTAC provides a series of products that satisfy these stakeholders' requirements and
will be able to provide core parameters and indicators from present and future OC
sensors.

One of the challenges that OCTAC has faced was to establish reliable pixel-level error
bars, of each product and to improve the quality of ocean colour products for the
European Seas. As a direct consequence of regional waters’ OC complexities, the
standard global OC products have been revised to meet the error requirements at the
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regional scale. Improvement of regional products required tailored OC processing chains
in addition to the global OC processing system.

OCTAC is designed as a distributed system composed of five Production Units and three
Dissemination Units organised in a single TAC. The production of OC global, Pan-
European and regional products is distributed among the PUs (see Table 1 for the
relation between products and PUs). The regional OC processing chains use region-
specific algorithms for satellite product retrieval. These processing chains were
developed and are operated by different PUs.

Figure 1  Overview of the OCTAC system (top) and PU/DUs organisation (bottom).

Each PU is responsible for its own processing chain and the QA of its products. The
harmonisation and coordination of the distributed centres operations of the Cal/Val
activities and service has made OCTAC an integrated and centralised sub-system
providing a single ocean colour service to MyOcean users. The overview of the OCTAC
system is shown in Figure 1. 
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2.1 OCTAC processing chains, Distribution System, Service Monitoring   

All the PU processing chains have the same structure that can be divided into four main
functions (Figure 2 left).

1. Data ingestion: Upstream data (Level 0, Level 1A, Level 2 Ocean Colour and
auxiliary data from Space Agencies) are acquired by the system. Input data are
checked. The process is completely automatic. Each PU has its own check of the
input data depending upon the upstream provider. The main checks usually rely on
delayed data especially for auxiliary data files. A database on the problematic
upstream data is maintained at each PU. If one upstream is not available, depending
on the problem, processing can be delayed or when possible an alternative upstream
can be activated (automatic mechanism or operator depending on the PU).

2. Products generation: Depending on the upstream used, pre-processing can be
required depending on input level/format of the data to harmonise inputs of the
product generation module Generate products. The data sets (L2 products) to be
used for the final products are generated for the different Ocean Colour Mission.
Each PU produces the L2 data (regional/global product) using their own pre-existing
chains. This is a completely automated process. Level 2 data are stored in an internal
PU database used for products generation. For quality purposes, a database to collect
in-situ data or establish climatology is also computed to perform QC and checks
when end user products are generated. 

Figure 2  Generic OCTAC PU processing chain (left) and Dissemination Unit (right). 

3. Products conversion and storage: Each PU produces L3/L4 data and quality flags
of each OC pass over their region using pre-processed L2 products. Single passes are
spatially binned and temporally binned to compute daily and multi-day products
according to FTSS. Multi-sensor merged products are produced according to the
FTSS. When data are missing, merged products are produced with degraded quality
depending on the amount of missing input data. Each PU performs a QC activity as
described in the OCTAC scientific calibration and validation plan. If anomalies are



The MyOcean Thematic Assembling Centre: a new Integrated European Service to access
satellite ocean colour data

210
detected, a warning is sent to the operator and appropriate actions are taken
depending on the anomaly. The product are then transferred to the OCTAC DU. 

4. System Monitoring: all events relative to data ingestion, products generation and
conversion are stored. When anomalies are detected an exception is raised to the
Dissemination Units and to the central OCTAC Service Desk. 

5. Data Dissemination: the dissemination of the OC products to the users relies on the
OCTAC Dissemination Units directly interfaced to the MyOcean central information
system (MIS). A centralised OCTAC service desk has been organised to monitor the
overall OCTAC production and to interface with the MyOcean service desk in
contact with the users. The OCTAC service desk is a single point of contact for
communication of incidents and to manage the service requests by users.

Each PU is responsible for its own processing chain and QC of its products. All PUs
follow the same protocol for quality data assessment defined by the OCTAC. All the OC
products produce and distribute data in the same format. Nomenclature of the products
and files is the same independently of the PUs. 

The entire OCTAC relies on three different OC sensors: MERIS, from ESA, and MODIS
and SeaWiFS, both from NASA. Data from space agencies (L1 or L2) as well as
ancillary data may be unavailable occasionally; in these cases products delivered by the
OCTAC may be missing (due to lack of L1 or L2 upstream data) or with lower quality
(in the case of lack of ancillary data). In either of these two cases, the OCTAC service
desk alerts users for data unavailability/degradation via MyOcean central service. 

2.2 OCTAC Products 

The OCTAC provides Global and Regional ocean colour products covering the
MyOcean regions: Global (GLO), North West Shelves (NWS), Arctic (ARC), Baltic
(BAL), Mediterranean (MED), Iberian-Biscay-Ireland (IBI) and Black Seas (BS). In
addition to global and regional products, OCTAC also delivers European products that
cover the overall European Seas. Regional products differ from the global and the
European products not only in their resolution and area coverage but also in the
parameter values. Some of the regional datasets, such as MED, BS, NWS and IBI, are
produced using higher quality region-specific algorithms in place of global OC
algorithms that meet the error requirements at the regional scales of interest. Table 1 lists
the ocean parameters available for each region. 

OCTAC delivers three different versions of ocean colour products: the Near Real Time
(NRT) products, the Delayed Time (DT) products, and the Reanalysis (RAN) products.
NRT, DT or RAN products are generated by global and/or regional processing chains
(see section 2.1) using different input data. As a consequence NRT, DT and RAN
products are characterised by different scientific qualities. NRT is meant to provide users
with products as soon as possible (within 24 hours of satellite data acquisition). These
products are generated using the best ancillary data available (meteorological data) at the
time of the processing (often only climatological fields are available). DT data are
processed using consolidated ancillary data (meteorological field available 3–4 days
after satellite acquisition) to improve the scientific quality of the products. DT products
are made available to the user within 5 days the satellite acquisitions. NRT product are
affected by larger errors with respect to DT products. Nevertheless, NRT data are very
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useful for NRT coastal application, water quality monitoring, fishery application, and in-
situ data acquisition. OCTAC has made ocean colour data re-analysis products available
for climatic studies. Re-analysis products consist of a long time series produced re-
processing the entire OC dataset with a fixed processing software configuration and a
consistent time series of L2 products from space agencies. RAN product should be used
for climatic studies or for analyses of the interannual variability of the ocean. The RAN
products are generated all at once and are updated taking into account the space agency
L2 re-processing scheduling.   During MyOcean a new version of RAN data was made
available in July 2011. 

3. Assessment of the Ocean Colour Product quality 
OCTAC has focused on setting up a method for an off-line and on-line validation
activity of multi-platform satellite OC products for all processing modes (NRT, DT and
RAN). This required defining and implementing agreed common methods/principles/
metrics for validation and quality control of L3 and L4 products of each OCTAC PU. 

3.1 Ocean colour product validation 

The off-line validation aimed at qualifying the errors associated with ocean colour
products by comparing them with in-situ observations. The off-line validation activity is
focused on both operational DT and re-analysis products delivered to the users. This
scientific validation is limited to the core products. Core products are the spectral
normalised remote sensing reflectance (RRS) and the concentration of chlorophyll-a
(CHL). The core products are validated using field measurements, obtained from inter-
national databases, maintained by space agencies or scientific programs, as well as from
data collected by the OCTAC PUs. Validation is conducted with a match-up method-
ology, i.e., comparing the satellite product close to the field datum in space (pixels or
grid points surrounding the field observation) and in time (a few hours). This validation
is carried out using both satellite and field data collected over the duration of the satellite
missions. Bias(δ), RMS(Δ), mean relative difference and mean absolute relative

Table 1 List of ocean colour parameters associated with ocean regions and associated PUs. In the
Covered Region column, G is GLO, M is MED, B is BS, N is NWS, I is IBI, E is Europe.    In the
PU column, A is ACRI, C is CNR, I is IFREMER, J is JRC, and P is PML.

Product Covered region PU

Rrs(λ): normalised remote sensing reflectance G,E,M,B,N A, C, J, P

Chl-a: Chlorophyll-a concentration (Chl-a) All All

Kd: diffuse attenuation coefficient at 490 nm G,M B,N,E A, C, J, P

bbp: particulate backscattering coeff. at 443 nm G, E A, J

aph: absorption coeff. due to phytoplankton at 443 nm G, E J, P

acdm: absorption coeff. due to cdom and non-pigmented 
particles at 443 nm

G, E A, J, P

at: total absorption coefficient G, E P

SPM: solid suspended matter I I 

ZSD: Secchi depth G, E A

PAR: photosynthetically available radiation G, E J



The MyOcean Thematic Assembling Centre: a new Integrated European Service to access
satellite ocean colour data

212
difference were used as common matrix to compare satellite estimates to a reference in-
situ data set. This enabled quality control of the errors associated with the OC core
products in all regions. 

Figure 3 shows an example of the scatter-plots of the satellite-derived versus in-situ
chlorophyll concentration for new OCTAC SeaWiFS and MODIS global Re-analysis
products. The RMS difference for log-transformed data is approximately 0.3 for
globally-distributed data, consistent with the results of Gregg and Casey (2004). Never-
theless, the validation statistics have a regional variability (Zibordi et al., 2011). Figure 4
shows the scatter-plots of the DT satellite-derived versus in-situ chlorophyll concen-
tration for the Mediterranean Regional Chlorophyll product. All of the three sensors
show a good agreement with respect to in-situ data even if SeaWiFS shows better results.
Δ (between 0.22 and 0.26) and δ (between –0.04 and 0.07) values for all the three sensors
are comparable. Validation results of Global and IBI NRT products are analysed in
Maritorena et al. (2010) and Gohin (2011) respectively. 

Figure 3  Satellite-derived versus in-situ chlorophyll concentration. Satellite values are the Global
SeaWiFS and MODIS re-analysis products generated by JRC.

Figure 4  Satellite-derived versus in-situ chlorophyll concentration. Satellite values are the
Mediterranean products produced by CNR using the three Mediterranean-adapted algorithms:
MedOC4 (SeaWiFS), MedOC3 (MODIS) and MedOC4ME (MERIS) (Santoleri et al., 2008).

The results of the off-line validation activity allowed a characterisation of the core
products (Rrs & Chl) OC data uncertainties at both the global and the regional scale,
demonstrating that the OCTAC products fulfil the accuracy goal and showing a slight



R. Santoleri*, S. Colella, V. Forneris, E. Bohm, G. Volpe, C. Tronconi, P. Garnesson, A. 
Mangin, A. Lintu, F. Melin, F. Gohin,  M. Taberner, and P. Walker 

213
improvement of V1 products available from MyOcean as of 2011 with respect to the
previous version. A synthesis of the results obtained are also reported in the OCTAC
Quality information documents produced by the OCTAC PUs and available to the user
from MyOcean (www.myocean.eu.org). 

3.2 3.1 Ocean Colour Product quality control

The online validation is applied to all the OCTAC operational products and consists of
three parts: analysis of number of input data and their quality, quality of processing data,
and consistency of physical signal. This check is made by the PU processing chains and
validation metrics/statistics are automatically generated during the operational
processing. Three types of consistency check are used by PUs, the first concerning data
time consistency at the basin scale (region approach), the second on a pixel-by-pixel
basis (pixel approach), both with respect to climatological fields, and the third relying on
comparison between satellite-derived chlorophyll-a and fluorescence obtained from in-
situ automatic coastal stations. The climatological fields used by OCTAC PUs are daily
climatologies computed from long term satellite ocean colour datasets [1998–2010]. 

The mean, standard deviation and number of observations are computed for each day of
the year and for each sea pixel. Figure 5 shows an example of the result. These methods
aim at assessing the degree of data reliability based upon data time consistency. 

Figure 5  Comparison with climatology produced by ACRI PU: “region approach” at global scale
(left panel); the “pixel approach” for a daily product (right panel).   Green pixels are consistent
with the climatology, red pixels are above the climatology.

A synthesis of the online validation activity performed by PUs enabled the quality of the
operational products delivered between 1 July 2011 and 31 August 2011 to be viewed,
showing that the quality of the products is reliable according to the used metrics. One
element which needs to be clarified is that the quality assessed by this kind of approach
is aimed at quantitatively indicating the time consistency of each product. This analysis
does not provide absolute uncertainties due to the lack of an appropriate in-situ program
to monitor the same quantities at the same spatial and temporal resolutions. That is, even
if there was one or more operational sites, it would anyway be insufficient to opera-
tionally address this issue. On the other hand, this approach allows the possible identifi-
cation of sensors drifts or shifts, in near-real time. Moreover, in the context of climate
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studies, this approach can be used as a first order alarm system to identify possible
natural changes which are not expected to occur. An automatic procedure can be set up
to alert the responsible of the production in case of failure (missing upstream data or
important anomalies with respect to climatology). 
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ENSURF: Multi-model sea level forecast – status and 
implementation for the IBIROOS and MOON regions, 

including MyOcean operational systems 

Abstract
ENSURF is a multi-model application for sea level forecast that allows easy access and
visualisation of storm surge or circulation models currently operational in Europe, as
well as near-real time tide gauge data in the region. The system was developed and
implemented within the ECOOP European Project based on the MATROOS visuali-
sation tool. It includes the Bayesian Modelling Average (BMA) technique that generates
an overall forecast probability density function (PDF) by making a weighted average of
the individual forecasts PDFs; the technique needs the availability of sea level data from
tide gauges in near-real time, with near-real time automatic quality control. We present
here the validation results of this BMA technique and its ability to improve the
independent deterministic forecasts. Recently a new source from the MyOcean project
operational system for the IBIROOS region has been added for validation of the sea level
component. The work has proved to be useful for detecting problems in some of the
circulation models not previously well-calibrated with sea level data, to identify and
confirm the differences on baroclinic and barotropic models for sea level applications
and the general improvement of the BMA forecasts. 

Keywords: sea level, surge, bayesian model average, integration of models and obser-
vations, tide gauges, near real time quality control.

1. Introduction 
Recent studies have demonstrated the advantages of the multi-model and the ensemble
approach for validation and improvement of predictive capabilities. On the other hand,
several operational models provide a sea level forecast, as a main or secondary product,
sometimes at common domains. Both facts provided the rationale for the creation of the
ENSURF system (Ensembles SUrge Forecast), within the ECOOP European project
(www.ecoop.eu/summary.php) (European Coastal-shelf sea Operational observing and
forecasting system), Contract No. 3655, whose overall goal is to consolidate, integrate
and further develop existing European coastal and regional seas operational systems.
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ENSURF represents a perfect example of this integration, not only because it involves
different forecasting systems but also because it makes use of observations to improve
the final forecasts thanks to the Bayesian Model Average technique.

Barotropic 2-D models (Flather, 1981, Flather, 1987, Alvarez-Fanjul et al., 2001) have
been the basis of the existing operational sea level forecasts during recent decades.
Nevertheless, the recent improvement in computer skills and performance of 3D
baroclinic models for current forecasts has led to the availability of sea level forecasts
coming also from these more sophisticated and general models in some regions;
validation of sea level output of general circulation models is critical for a correct
characterisation of the sea surface elevation and consequently for an adequate
description of the circulation patterns. 

All these systems provide deterministic and independent forecasts of sea level for their
specific regions, sometimes geographically coincident in part, but have not been
compared and even less combined in order to improve their skills at the common
domains or points. 

ENSURF integrates some of these different models currently operational in Europe with
tide gauge data for providing easy access to the sea level forecasts available at some
specific harbours, validation with observations and improvement of these forecasts by
means of the Bayesian Model Average Technique. The system was implemented for the
NOOS and IBIROOS regions and it is running operationally at Deltares
(noos.deltares.nl) and Puertos del Estado (ensurfibi.puertos.es) respectively, based on the
MATROOS visualisation tool, developed by Deltares. Initially it was not possible to
develop a component for the MOON region, due to the lack of enough operational
models with output of sea level in the Mediterranean Sea. Nevertheless, in this work we
have included the Western Mediterranean, where Spanish and French forecasts and data
were available. 

We present in this paper the implementation performed at Puertos del Estado for the
IBIROOS region, for which it was necessary to select the locations of the storm surge
forecasts for available tide gauges and to establish the data exchanges (real time
measurements and forecasts) between partners. The system is currently operational and
ready to incorporate more stations and sources in the future (Figure 1). We show also the
first validation results of the different models and the performance of the Bayesian
Model Average Technique as well as the first validation of the sea level forecast
provided by MyOcean project operational model for the IBIROOS region (MyO IBI
operational system) recently added as a new source to ENSURF.
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Figure 1  The ENSURF IBIROOS portal at ensurfibi.puertos.es, which displays the forecast
including the BMA confidence interval or the verification with tide gauge data. The figure shows
an example of a forecast for the Bilbao station, both for total and meteorological sea level. 

2. Bayesian Model Average Technique
The Bayesian Model Average (BMA) is an ensemble calibration statistical technique
which was first employed in social and health sciences, and later applied to dynamical
weather forecasting models by Raftery in 2005 (Raftery et al., 2005). In 2008 the
technique was implemented for forecasting sea level at stations along the Dutch
coastline, making use of six different forecasts from the NOOS region (Beckers et al.,
2008).

When selecting a particular model for prediction there is always a source of uncertainty
that is normally ignored and hence underestimated. The Bayesian Model Average
(Leamer, 1978; Kass and Raftery, 1995; Hoeting et al., 1999) solves this problem by
conditioning, not on a single “best” model, but on an ensemble of models, becoming a
standard method for combining predictive distributions from different sources. Our
uncertainty about the best of these sources is quantified by the BMA. 

It is important to stress that the dominant approach to probabilistic weather forecasting
has been the use of ensembles in which a model is run several times with different initial
conditions or model physics (Leith, 1974; Toth and Kalnay, 1993; Molteni et al., 1996;
Hamill et al., 2000). In our case, the approach is slightly different as we make use of
existing operational systems based on different models and even physics, and of course
more limited in the number of members. 

The basic idea is to generate an overall forecast probability density function (PDF) by
means of a weighted average of PDFs centred on the individual bias-corrected forecasts,
as can be seen in the following expression:
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w(k) being the weight of model k. The mean of this total PDF is expected to have a
smaller root mean square (RMS) error than those of the different models, i.e. there
should be an improvement of the performance with respect to those of the individual
forecasts. The weights used on this average represent the probability that a particular
model will give the correct forecast PDF, and this is determined and updated opera-
tionally based on the performance of the models during a recent training period.
Moreover, the overall PDF, being reasonably well-calibrated, can provide a forecast
confidence interval which is important for many practical applications. Of course, the
BMA weights can also be used to assess the usefulness of ensemble members and for
their selection.

3. ENSURF IBIROOS sources and data 

3.1 Sources or models used in the system

The sources initially contributing with operational sea level forecasts to the IBIROOS
component of ENSURF are shown in Table 1. Seven different sources are provided by
four different institutes from three countries in the region. As already mentioned, the
characteristics of the models differ, some being barotropic and others baroclinic, and the
model forcings may also differ, leading to different outputs of sea level (depending on
just having meteorological forcing or including also the tide). Although details are not
provided in this paper, they can be found in the ECOOP deliverable 7.4.1.

Table 1 Different sources initially available in ENSURF for the IBIROOS region, and used for the
first tests of the BMA implementation.

The only baroclinic models available at the time of ECOOP project were the one from
the ESEOAT system at Puertos del Estado (that uses POLCOMS circulation model) and
the one from the Marine Institute system (based on the ROMS model). For these two
models the tide is included, so a harmonic analysis of one year of model data was done at
the tide gauge stations, and then subtracted to obtain the surge component. By doing this

forecast overall s t_fc,,( ) w k( )forecast k s t_fc,,( )
k
∑=
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the tide computed from the tide gauge data is always included and this observational tide
is added to the surge component provided by the different models to obtain the total sea
level forecast in ENSURF. This was also necessary because the BMA is only applied to
the surge component. 

Of course, implemented by different institutes in different countries, the domains of the
models are also diverse (Figure 2), although sharing part of the coastline in some cases;
these will be the coastlines and harbours where the advantage of multi-model approach
to improve the forecasts will be explored. 

Figure 2  domains of the sources available for the ENSURF-IBIROOS component. Nivmar covers
the whole Mediterranean Sea, but only results for the Western Mediterranean are presented.

All the models presented a bias when comparing with observations that were corrected
before entering ENSURF. This bias was not present in the Nivmar system as it is the
only one that corrects the bias operationally with the tide gauge observations, as in fact
the BMA does itself.

3.2 Tide gauge data

A common set of tide gauge stations were selected for the reception of sea level data in
near-real time. All the models must provide output at these special points if they fall
within the model domain; the purpose of this is not just the validation of the different
models with observations at the harbours, but also the implementation of the BMA for
statistical forecast at these specific locations as it was explained before. The important
role of tide gauge data for improving sea level forecasts at the coast has been recognised
in the implementation of the Nivmar system (Alvarez-Fanjul et al., 2000), for example,
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and is also mentioned by Mourre et al. (2006) who found that the use of tide gauges led
to better global statistical performance of high-frequency barotropic models. 

One of the critical steps for the use of tide gauge data in near-real time from different
countries and institutes is the implementation of automatic quality control software that
avoids wrong data entering the system and the BMA. Data sampling can vary from 10 to
60 minutes, and latency required can be of several hours. Time needs to be Universal
Time. Automatic quality control of data in near-real time was implemented in the
framework of the MyOcean project and is now in operation for the IBIROOS In-Situ Tac
at Puertos del Estado. On the other hand, for each individual tide gauge entering
ENSURF at least one year of data is required for previous computation of the tide and
fixing the quality control parameters. 

4. BMA experiments 
The BMA is applied to the surge component of the sea level forecast because this
component can be approximated by a normal distribution to a reasonable degree of
accuracy, which is not the case for total sea level including tides. 

The following BMAs were implemented in the region, taking into account the reliable
sources available and their common domains (we will distinguish between Atlantic and
Western Mediterranean coast):

Atlantic: available sources: nivmar, eseoat, imi, metfr (3) and metga. In this case, we
have output from two baroclinic sources, eseoat and imi. Four BMAs were implemented
(TP being the Training Period), avoiding metga and imi sources, due to the low Corre-
lation Index that will be shown later. The maximum number of sources for the BMA is 5: 

Mediterranean: available sources: nivmar and metfr (3). In the Mediterranean the four
sources are barotropic. We used all the sources available, 4 in total, for the BMA imple-
mentation, changing also the TP, as in the Atlantic coast: 

The BMA was implemented at particular stations or harbours that were selected based on
the availability of enough sea level forecasts or sources and automatic near-real time
quality control of tide gauge data (Figure 3); the latter was initially available only for
Puertos del Estado REDMAR network. All the BMAs were in operation during the
ECOOP Training Operational Period (TOP). 

BMA0: eseoat and nivmar, TP = 15 days

BMA_ibi1: eseoat, nivmar, metfr (3), TP = 7 days

BMA_ibi2:                "                     TP = 4 days
BMA_ibi3:                "                     TP = 15 days

BMA_med1: nivmar, metfr (3), TP = 7 days

BMA_med2: TP = 4 days
BMA_med3: TP = 15 days
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Figure 3  stations for which the BMA was implemented (white icons) for the first ENSURF-
IBIROOS implementation, based on the availability of quality control of tide gauge data in near-
real time, and more than two sources of forecast.

5. BMA validation results 
Basic statistical parameters (Root Mean Square Error: RMSE, Correlation Index: CI,
Maximum Error: RMAX and Mean difference: Bias) were computed from the
comparison between the different models and the tide gauge observations, including the
different BMAs, which have been treated here as additional sources, for the period
September 2008 to December 2009. In order to synthesise all the data, we have averaged
and plotted the CI and RMSE parameters of all the stations and sources on the Iberian
Atlantic coast and on the Mediterranean coast (Figure 4). 

If we pay attention to the capability of the BMAs implemented to outperform the
individual forecasts, it can be seen from Figure 4 that this is in general the case for the
Atlantic coast, with higher CI and lower RMSE for practically all of the BMAs, but more
clearly for BMA_ibi2, the one with 4 days of training period; the best source is nivmar,
which is not strange as it is the only source with a simple scheme of data assimilation for
bias correction. For the Atlantic coast it is interesting to see also that Meteo-France
forecasts, which are produced by a 2D barotropic model, without any kind of tide gauge
data assimilation, perform better than the baroclinic models from ESEOAT and IMI.
Nevertheless, the differences between these values of CI and RMSE are sometimes very
small, and probably not statistically significant.

The results for the Mediterranean in Figure 4 show that the BMAs do not improve the
results of nivmar so clearly in this case, with BMA_med2 using 4 days of training period
the only one showing a slight improvement. On the other hand, Meteo-France results are
poorer than in the Atlantic. One possible reason for the latter is the presence of a
boundary on the Meteo-France model domain around Sardinia and Corsica which
disturbs the results at these stations. Taking into account the experience with the nivmar
system, we think the Mediterranean Sea should be completely covered by the model
domain.
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Figure 4  Mean CI (Correlation Index) and RMSE (Root Mean Square Error) for the sources and
stations for September 2008 to December 2009. Top: Iberian Atlantic Coast, Bottom: Mediter-
ranean Coast.

Table 2 Statistical parameters of the validation for the whole TOP period (columns 2 and 3) and for
just the stormy season January to February 2009 (columns 4 and 5), for the Gijón station. There is
a general improvement of these parameters for the latter.

If we restrict our validation study to a stormy period, as can be seen in Table 2 for the
Gijón station in Northern Spain, we get generally better statistical parameters even for
the baroclinic models. And if we finally have a look to the performance during the peak
of a storm then the best result is obtained from nivmar, which reproduces the peak better
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than any of the different BMAs. This last result is important and should be explored in
detail because the main objective of any forecast is the expected extreme value.

6. MyO IBI operational system in ENSURF
A first validation for the sea level component of the MyOcean operational forecast for
the IBIROOS region has also been performed thanks to the addition of this new source to
the ENSURF system. Table 3 shows the results of this validation for several stations,
which vary from 0.037 m of RMSE at the Las Palmas station (Canary Islands) to 0.105
m at the Vigo station (North Western Spain). These are preliminary but encouraging
results about the adequate performance of this system, based on the NEMO model,
which will be included in the BMA studies in the near future. The surge component of
the model has also been obtained by harmonic analysis of one year of model output at the
harbours, which has allowed on the other hand checking the correct introduction of the
tide forcing in the model.

Table 3 Statistical parameters provided by the MATROOS tool for MyO IBI operational system
(surge component). Results are generally good, except at Vigo, where the RMSE reaches 10.5 cm. 

7. Conclusions
ENSURF has proved its utility as a validation and multi-model forecast tool, and has
become the first experience of exchange of operational forecasts for the IBIROOS
region. It has enabled the detection of problems in existing operational models that had
not been previously well-calibrated with respect to sea level observations and demon-
strate that a better statistical forecast is feasible based on existing operational systems.
The first validation results confirm the general idea that baroclinic models do not reach
the good performance of barotropic models for storm surge applications.

The BMA generally provides an improvement with respect to the best of the forecasts,
but it does not improve the peak of the storms, which will need further investigation, for
example by checking the influence of the training period.
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Finally the availability of near-real time data from tide gauges, with automatic quality
control to avoid wrong data entering the system, becomes one of the main conditions to
provide accurate forecasts of sea level at the harbours, something that became recently
possible in IBIROOS within MyOcean project. On the other hand, ENSURF now
includes the MyOcean operational systems for validation and use of the sea level
component. 
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An integrated approach to the study of high temporal 
variability coastal phenomena: Temporal variability of 

local diurnal upwelling driven by sea breeze along 
Civitavecchia coast

Laboratory of Experimental Oceanology and Marine Ecology (DECOS), Tuscia 
University, Italy

Abstract
A modern approach to the study of coastal phenomena requires both an appropriate
spatial and temporal resolution and a synoptic observation. For this reason, a rapid and
high-resolution data acquisition is indispensable in order to describe the high variability
of dynamical processes.

The traditional methods used in in-situ surveys are limited both in terms of the spatial
and temporal sampling rate and in the duration of the observation. The development of
remote sensing has permitted synoptic observations on large areas, but up to now in the
coastal areas this approach suffers from a low spatial resolution and the lack of in-situ
data for calibration of sensors.

The approach followed by this work consists of the integration between oceanographic
and meteorological data, collected with a high temporal resolution, and coastal mathe-
matical models, to describe and follow the evolution of high variability phenomena. The
objective of this study is to analyse and describe the effect of the summer breeze on the
coastal dynamics, in order to know if the upwelling phenomena driven by the sea breeze
is included into the microscale.

This paper shows the data obtained during different summer surveys carried out between
2008 and 2010 along the Civitavecchia coast (Latium, central Tyrrhenian Sea), and
intends to show how the sea breeze affects the spatial and temporal distribution of
physical and biological variables. Oceanographic and meteorological data were acquired
by a small vessel equipped with a multi-parametric probe and a weather station. In order
to accurately characterise the wind field, meteorological data were integrated with those
acquired by a network of ground weather stations.

Keywords: Upwelling, sea breeze, high-resolution data.

1. Introduction 
Diurnal local upwelling driven by sea breeze often modulates significantly physical and
biological nearshore processes.

During the summer, interactions between favourable land winds and coastal topography
produce coastal upwelling: every day the winds, forcing along the coast, create
upwelling and downwelling conditions, for a period of approximately 40 days. The
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upwelling/downwelling cycles have a very relevant importance relating to marine
biological processes. For example, they are linked to recruitment pulses of both intertidal
invertebrates and commercially important fish species (Rau et al., 2001).

Figure 1  Map showing the location of study area, in the northern Latium coast (Italy) included
between P. St. Agostino and Capo Linaro (Lazio, Italy). The sampling plan is shown on the top
right.

Previous studies of the upwelling shadow and local wind forcing have focused on
temporal scales longer than one day and thus they have not examined diurnal wind
effects on inner shelf circulation (e.g. Graham and Largier, 1997; Drake et al., 2005).

Here we examine diurnal winds and their effects on local upwelling; documenting the
effects of a diurnal sea breeze on the nearshore thermal structure of northern Lazio, Italy,
during the investigations of various monitoring, carried out in August 2011. The results
show that these kind of phenomena, according to Dickey (1991) would be collocated
between microscale and mesoscale processes.

2. Results
Regional conditions during the study period (August 2010) were typical of upwellings
during summer season (Figure 2). Data was collected at a meteorological measuring
station, located within the port of Civitavecchia, (42°05.796' N, 11°47.132', 20 m
elevation), able to measure temperature (Vaisala HMP50), wind direction and speed
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(RM Young Wind Sentry Set), and atmospheric pressure (Vaisala PTB101B). The data
collected show an alternation of winds from North-East South-East during the night, and
West, during the day: a typical breeze cycle.

Figure 2  Time series of data at Civitavecchia station. Top: wind chart for August 2011; Middle:
temperature variation over 3 days in August; Bottom: hourly wind speed and direction for 3 days
in August.

In-situ surveys were carried out on board a vessel equipped with a meteorological station
and, to describe physical and biological seawater characteristics, a multi-parameter
probe (Ocean Seven 316 Multi-parameter Probe IDRONAUT).

The sampling plan (Figure 1) consists of three stations located at the 10, 20 and 30 m
isobaths in order to obtain a high frequency time records; the oceanographic data were
acquired every 30 minutes.
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Figure 3  High-resolution time series on 23 August; a) st03; b) st02; c) and d) st01.

Figure 3 and Figure 4 show data elaborations for 23 August; this date is representative of
local upwelling condition. The diurnal sea breeze signal is evident in Figure 3; which
shows the variation of temperature with time. The temperature decreases with increasing
time (Figure 3a, b, c): a phenomenon likely caused by the water upwelling from the
underlying colder layers. Figure 3d shows the distribution of temperature at a depth of 30
m. The variable trend shows a temperature increase with time.

In both Figure 3 and Figure 4 we note the end of the upwelling condition that occurs at
8:00 AM. For this purpose, from the data processing, it is clear that the observed
phenomena do not last more than six hours.
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Figure 4  Upwelling on 23 August. a) st03; b) st01; c) st02

3. Conclusions
Large sea water temperature fluctuations were observed in the coastal area of
Civitavecchia. Wind fields and temperature changes in water column suggest that the
observed temperature fluctuations are due to coastal upwelling, driven by breeze.

Data analysis shows that the breeze upwelling has a life less of six hours, so these kind of
phenomena, according to Dickey (1991), would be collocated between microscale and
mesoscale processes. Otherwise it is clear that these diurnal fluctuations could not be
attribute to the nearshore mixing process.
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Downscaling methodology for coastal zones wave 
power assessment 

Abstract
Energy production from wave motion is one of the most challenging topics in applied
oceanographic sciences. Despite its huge potentialities for development, at present there
are very few projects that have reached a high grade of maturity.

In order to enable a faster market development, several barriers have to be faced;
amongst which the evaluation of the effective wave energy potential deserves particular
attention. This paper presents a methodology to assess the real wave energy potential in
deep and shallow waters in a typical Mediterranean coastal environment. At the first
stage, the methodology provides a wave power assessment in deep waters through the
elaboration of wave gauge data, that draws bands of wave power distribution on a large
scale area. The wave climates derived in the first part of the work are used as an input for
numerical tools, aiming to evaluate the most promising sites as far as energy availability
is concerned. In the second stage a regional characterisation is carried out. In this phase
numerical models are used, to simulate wave propagation from deep to shallow waters,
using bathymetric data from nautical charts, that allow the definition of the most suitable
zones for wave energy production. Furthermore, interactions of wave spectrum with the
shallow seabed and with the complex morphology of coastal zones need to be assessed
with the highest possible accuracy, using detailed spatial resolution. Therefore, the third
stage deals with a local scale analysis, allowing computation of the effective energy
potential at a specific location. Finally, the fourth stage concerns the validation of the
previous numerical outcomes with in-situ measured data. This research explains the
details of the downscaling methodology and the pilot case study in the Northern Lazio
coastal region (Italy).

Keywords: Wave power, coastal zone, electricity generation, numerical modelling,
downscaling.

1. Introduction 
The proposed downscaling methodology for coastal zone wave power assessment is
articulated into four steps, as follows: 

• Large scale assessment through the elaboration of data from offshore wave gauges,
used for the elaboration of the Italian wave power atlas.

• Regional scale characterisation through wave propagation models and the identifi-
cation of the most promising energetic zones.
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• Local scale analysis though the evaluation of high resolution wave climate aiming to
identify suitable sites for near-shore energy production. 

• Validation of the methodology results through in-situ measurements. 

The entire overview of the proposed methodology is presented in Figure 1.

Figure 1  Scheme of the proposed downscaling methodology for coastal zones.

The main objective of this methodology is to assess the overall (annual and seasonal)
wave energy potential at near-shore points where usually no data is available. In
particular, the methodology is tested along the Northern Lazio coastal zone, with
particular detail in Civitavecchia shores.

2. Data and methodology
To accomplish the first step of the methodology presented here, measured data are
required. In Italy, the most extensive wave data service is the National Ondametric Web
(RON) which runs an array of fifteen measurement buoys, placed around the coast.
However, in order to make a comprehensive evaluation of the national offshore wave
power, the RON dataset is not completely adequate, as both the time scale and the spatial
scale are not always satisfactory. Measurement buoys were deployed at different times;
in 1989 only eight instruments were installed, while others were added later and in
different steps. Moreover some parts of the coast are still without wave gauge coverage.
For this reason, wave data from the National Electricity Board were added to the dataset.
The National Electricity Board (ENEL) has deployed an array of measurement instru-
ments since the 1970s, in the proximity of power plants and other sensitive infrastructure
along the coast. The addition of this data allows a more extensive analysis of the wave
climate found in Italian waters.

The coverage of wave measurement buoys is shown in Figure 2.
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Figure 2  Wave buoy distribution.

Further steps of the methodology deal with the simulation of wave propagation from
deep to shallow waters. For this work the STWAVE model, included in the SMS
package, was used. STWAVE (STeady-state spectral WAVE model) is a steady-state
finite difference model based on the wave action balance equation:

ω2
r = g*k*tanh(k*d)

where: ω = angular frequency; g = gravitational acceleration; k = wave number;
d = water depth.

The main model input is represented by a wave spectrum that is a statistical represen-
tation of a wave field and it is calculated from wave direction, significant height and
peak period by different formulations (JONSWAP, TMA Shallow Water, etc).

STWAVE simulates depth-induced wave refraction and shoaling, current induced
refraction and shoaling, depth- and steepness-induced wave breaking, diffraction, wind-
wave growth, and wave-wave interaction and white capping that redistribute and
dissipate energy in a growing wave field (Smith et al., 2001). 

3. Application of the downscaling methodology

3.1 Large scale assessment, elaboration of the Italian wave power atlas

The first step of the methodology concerns the analysis of the available wave gauge data.
The amount of data collected for the scope of this work needed to be screened and
selected before being used in wave power computing. To have a clear view of the real
wave climate in the area of a buoy, a range of operations were carried out, such as
removing spikes and evaluating the functioning time percentage.

Once the out-of-scale data have been examined and eventually corrected, it is very
important that the observing time series be made coherent by assessing any gaps in the
data. Malfunctioning wave gauge buoys, problems with moorings, communication
obstacles, and extreme weather conditions can result in gaps in the acquisition of spectral
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parameters. For this reason obtaining a continuous and complete time series of data is
quite difficult. The absence of some information was weighed and analysed and a differ-
ential distribution of the seasonally missing data established. In this way, it has been
possible to obtain a reasonable distribution of credible data through the year.

From a theoretical point of view, in the field of wave climate assessment studies, several
variances in the definition of the wave power were proposed. Differences are mainly due
to the different interpretation of the spectrum and the associated approximation. The
methodology adopted in this work is taken from the “Wave Data Catalogue for Resource
Assessment in IEA-OES Member Countries” (2009), published by the Ocean Energy
System - International Energy Agency (OES-IEA). In deep water, when depth is higher
than half the wavelength (d>L/2), the wave power P can be computed in terms of signif-
icant wave height and energetic period: 

Seawater density is assumed to be ρ =1025 kgm-3, and the gravity acceleration
g = 9.81 ms-2. Consequently wave energy flux for the length unit of wave front in
computed as follows:

where Hs is expressed in metres and Te in seconds.

In oceanographic datasets, energetic period is usually not specified so, when the
spectrum shape is unknown, it has to be derived on the basis of other known parameters.
For example, in the drawing of the “Atlas of UK Marine Renewable Energy Resources”
(2004), the energetic period was assumed to be Te = 1.14Tz, where Tz is the average
period of the spectrum.

In the present study, the energetic period is evaluated following the criterion described
by Cornett (2008), that is a function of the peak period Tp as follows:

 

The α coefficient depends on the shape of the wave spectrum:  α = 0.86 for a Pierson-
Moskowitz one, with α tending to 1 with the narrowing of the spectrum. For example,
Hagerman (2001) assumed Te = Tp in evaluating wave potential in southern New
England. In the work of Cornett a more conservative assumption was made, for which
α = 0.90, meaning Te = 0.9Tp, corresponding to a standard JONSWAP spectrum, consid-
ering a peak factor  γ = 3.3. 

By repeating this methodology for every wave gauge a global evaluation for Italian
coasts was made possible (Table 1).

By assigning the available wave gauge data to the corresponding tract of the littoral, it
was possible to derive the Italian wave power atlas, as reported in Figure 3.
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.

Figure 3  Italian wave atlas.

Table 1 Wave power computing results

Station Operator Annual Mean Power (kW/m)

Alghero RON 11,74

Mazara del Vallo RON 5,49

La Spezia RON 3,85

Ponza RON 3,77

Palermo RON 3,65

Fiume santo ENEL 3,46

Crotone RON 3,37

Cetraro RON 3,15

Civitavecchia RON+ENEL 3,12

Piombino ENEL 3,08

Punta della Maestra RON 2,75

Ancona RON 2,60

Monopoli RON 2,57

Catania RON 2,43

Ortona RON 2,33

Montalto ENEL 2,28

Marina di Cecina ENEL 2,18

Siniscola RON 2,02

Brindisi ENEL 1,49

Cagliari RON 1,44

Punta Sdobba ENEL 0,17
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3.2 Regional characterisation

The second part of the methodology consists of the evaluation of the propagation of
wave fronts approaching the coast. At this stage, the goal of the methodology is to make
a qualitative description of the differences in the sea states, originating in the same area
and reaching different tracts of littoral. The offshore boundary conditions are those
produced in the first step, while the STWAVE numerical model is the tool through which
simulations are carried out. The methodology was applied to the coast of Lazio Region,
and wave power potential corresponding to two wave conditions is presented in Figure 4.

Figure 4  Wave power (KWm-1) for Ostro (180°) and Libeccio (225°)

General considerations can be made when analysing the results. The fast deepening of
the bathymetry makes wave trains maintain their spectral parameters up to a very close
distance from the coastal line. When waves reach the shore, the local bathymetry trend
affects wave height and period, and accordingly wave power. In some of the sites, a
strong decrease in wave height is observed, where energy losses due to the friction
effects of sea bottom are more intense. By contrast, in some locations a conservation, or
even an increase in wave heights, can be observed. Model simulations can now be used
to identify the most interesting areas for wave energy production. 

3.3 Local scale analyses

At this stage, the most promising traits of littoral highlighted in the previous step were
considered as new domains for high resolution simulations. The accuracy of bathymetric
maps plays a key role at this point. For the scope of the present analysis the bathymetric
map was drawn from in-situ surveys carried out with a single-beam tool, which allowed
a 20 m grid spatial resolution.

When wave parameters are computed inshore it is possible to analyse the wave height
distribution maps, allowing a qualitative and quantitative investigation of the most
suitable sites. Model results are presented as wave power distribution maps, as shown in
Figure 5. By simulating all wave scenarios throughout the year, it is possible to obtain
the mean wave power distribution map, and interesting spots can thus be highlighted.
Figure 5 provides the final results given by the integration of wave scenarios of a typical
year, leading to the accumulated wave power map. In particular, the right part of Figure 5
shows a simulation detail of an interesting area for wave power generation (see the spot
highlighted in violet).
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Figure 5  Left: annual mean power map. Right: a spot with high wave power.

Along most of the coast, wave power levels strongly decrease shorewards, as was
predictable, but in the spot highlighted in Figure 5, they show a consistent similarity with
wave power levels offshore. While wave heights generally slow down when approaching
the coast, in certain bathymetric conditions, they can increase again as they move
through shallow waters, and these locations are clearly indicated in the figure.

3.4 Validation of model results

The last stage of the methodology concerns the validation of model results. In order to be
confident of the accuracy of the numerical simulations, an instrumental observation of
near-shore wave parameters is necessary, as a final verification of the process. Verifi-
cation for at least one point along the coast would allow a reasonable degree of confi-
dence that, on the local scale, wave parameters are properly described by the model.

At present there are no wave buoys in Civitavecchia’s coastal waters and an accurate
validation has not been possible to date. A large series of observations have been made in
the areas covered by the above analyses and these seem to confirm the results; the
highlighted spot does actually demonstrate a higher wave height compared to neigh-
bouring tracts of coast. However, these observations are still inadequate to affirm that the
model results are correct. At the beginning of 2012, a wave gauge will be installed in the
zone of investigation so that a very careful analysis of wave fronts approaching the coast
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can be carried out. This will enable validation of the model results for wave heights and
wave power generated by the model.

4. Conclusions
The implementation of the methodology process in a pilot coastal area has shown some
significant issues. As regards the large scale assessment and the Italian Wave Atlas,
factors like sectors exposure and fetch lengths are consistent with the magnitude of the
computed available wave power. Indeed, as it was predictable on the basis of the prelim-
inary observations, the western side of Sardinia presents the highest energetic field of the
Italian coasts, where power levels can reach and exceed 10 kWm-1 while on the eastern
side the available energy is low because of the sheltering effect of the island. High wave
energy availability can be identified on the western side of Sicily as well, particularly as
regards to the southern part, exposed for a wide length to south quadrant wave events (6
kWm-1). Along the Adriatic coasts, power levels are very low, as predictable, both for a
shorter fetch and for the morphological trend of Italian and Balkan coasts. Power levels
usually do not exceed 3 kWm-1 and represent the lower values of the Italian seas. In the
end, regarding the Tyrrhenian basin, values may vary consistently, with respect to the
complex trend of the coastline and to the presence of several islands and archipelagos. In
this basin power levels typically range from 2 and 5 kWm-1.

As regards the modelling process, the downscaling approach avoided the information
losses, which is one of the most challenging issues in numerical procedures. The dataset
produced by wave buoys was used as input in the STWAVE model. Areas of interest that
emerged during the regional analyses, were confirmed at the local scale. Moreover the
local analyses enabled a comprehensive wave climate to be made for the identified sites,
producing information on the wave train behaviour when they approach the coastline. At
this stage the crucial importance of a very well-defined bathymetry has appeared as a
bottleneck for the accuracy of results. In particular, in the Lazio northern coast a very
interesting spot was highlighted, right north of the harbour. In this place wave power
seems to keep the offshore levels which, as a yearly average, are between 3.30 and 3.40
kWm-1, just like the offshore measurements. As soon as a wave buoy has been deployed,
the results will be analysed in a more accurate process. 
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Sustained glider transects and data assimilation in 
the Levantine Sea

Abstract
Between March 2009 and February 2011, over 3000 profiles of oceanographic param-
eters have been collected in the Eastern Levantine by the Oceanography Center,
University of Cyprus autonomous underwater vehicles (gliders), most to 1000 m depth.
Measurements include temperature, salinity, fluorescence (Chl-a) and optical
backscatter at 470 nm and 700 nm. These profiles provide a detailed description in time
and space of the general thermosaline characteristics as well as mesoscale features and
variability that dominate the region. In particular, the Cyprus eddy has been charac-
terised to an extraordinary level of detail multiple times. Daily temperature and salinity
data from one glider mission have been assimilated in the Cyprus Oceanography Center
ocean model using the 3DVAR technique. A five-month simulation produces a more
realistic flow field when assimilating temperature and salinity from one glider.

Keywords: Gliders, operational oceanography, Mediterranean Sea, data assimilation,
Cyprus eddy.

1. Introduction 
In recent years, the Eastern Levantine basin has been examined using long-range auton-
omous underwater vehicles known as gliders. While previous work has provided the
backdrop for the new experiments, it is clear that the primarily ship-based monitoring
has been unable to adequately characterise the high temporal and spatial variability
commonplace in the Levantine. The gliders, on the other hand, can collect information
over seasons and at scales of 5–10 km in a single mission. This, along with numerical
simulations, has led to a more definite and detailed description of the area. Ovchinnikov
and Fedoseyev (1965) postulated the general cyclonic circulation around the circum-
ference of the basin, with sub-basin scale features in the interior. Later, in the 1980s, the
Physical Oceanography of the Eastern Mediterranean (POEM) cruises provided a more
complete description of the vertical and horizontal distributions and movements of the
water masses of the Levantine Sea. Four water types are present: the Levantine Surface
and Intermediate Water (LSW and LIW) masses sandwiching the Atlantic Water (AW),
with the Eastern Mediterranean Deep Water (EMDW) at the deepest observed levels
(Robinson et al, 1991, POEM Group, 1992). Variability at basin scales, sub-basin scales,
and the mesoscale has been recognised by many authors (Hecht et al., 1988). A picture
has been established of intense mesoscale anticyclonic activity within a backdrop of the
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generally cyclonic circulation of the Levantine basin (Robinson and Golnaraghi, 1993;
Zodiatis et al., 2005). These anticyclones typically contain warmer, saltier LIW, with
subsurface meandering currents with an AW signature. The generation mechanism and
evolution of the eddy field is not yet clear because of the difficulty in obtaining data sets
with adequate resolution and coverage in time and space. Data sets have been collected
by ship-based hydrographic sampling and have shed light on the variability of a particu-
larly persistent eddy known as the Cyprus eddy. Anticyclonic features are clearly present
in the annual hydrographic data from the Cyprus Basin Oceanography (CYBO)
programme since 1996, with variable position, and sometimes with two or three such
features (Zodiatis et al., 2005; 2010). A second eddy, known as the Shikmona eddy has
been observed to pinch off from the coastal current of Israel and Lebanon. It appears as
an eddy with strong surface signatures consistent with waters of coastal origin before
dissipating (Gertman et al., 2010). However, anticyclones like the Cyprus eddy have
little or no surface signature in the summer season because of the strong surface heating
and evaporation, while in winter the surface signature is also very small because of the
strong mixing with LSW (Brenner et al., 1991). The Mid-Mediterranean Jet (MMJ) has
proven even more difficult to track because of its subsurface character, and its strong
temporal variability. 

2. Methods
Hydrographic data sets from ships in an active mesoscale eddy field are difficult to
interpret, and remote sensing cannot provide a detailed view of eddy structure and
dynamics, so in the Levantine base, an autonomous platform has been used: the ocean
glider (Hayes et al., 2010; 2011). Gliders travel long distances over a programmed
course while making measurements in the water column (Davis et al., 2002; Rudnick et
al., 2004). Because it propels itself by modifying its buoyancy and its attitude, creating
forward lift on the wings and body, it moves slowly and with high efficiency (about
20 km per day for up to 6 months). It moves in a sawtooth pattern at angles of 15–40
degrees from horizontal. When at the surface it exchanges data and commands with a
land station using Iridium satellite communication. In the current study, two gliders of
the Cyprus Oceanography Center, manufactured by the Seaglider Fabrication Center of
the University of Washington were used (Eriksen et al., 2001). These gliders carry a
suite of sensors consisting of Seabird Electronics unpumped conductivity and temper-
ature (SBE-03, 04) and dissolved oxygen (SBE43) sensors, and a WetLabs BB2FVMG
ECO puck for chlorophyll-a fluorescence and optical backscatter (470 nm and 700 nm).
Dive-average currents (DAC) are computed based on GPS locations and an on-board
model of the vehicle trajectory. The gliders are programmed to dive to 1000 m (when the
bathymetry allows) over butterfly patterns south of Cyprus. The size of the pattern has
been chosen to allow the glider to traverse any given leg of the pattern in a matter of 7–
10 days. In this paper, a summary of the data collected with gliders, including the Cyprus
eddy characteristics will be provided. Some supporting data from ship-based instruments
will also be presented.
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Figure 1  Map of OC-UCY glider surface positions from March 2009 – February 2011. A total of
1471 dives have been completed in these multi-month missions, most to 1000 m. See text for
explanation of separate maps

3. Results and Discussion 
With 23 extensive hydrographic cruises since 1996, the Cyprus Basin Oceanography
programme (CYBO) provides an informative background regarding the expected
location and properties of the Cyprus eddy (Zodiatis et al., 2005; 2010). The glider
transects have been arranged according to the coverage and gaps of that programme
(Figure 1). The first long mission was carried out by an OC-UCY glider in March–April
2009 for approximately 1 month and 177 dives (upper left in Figure 1). The V-shaped
transect from the southeast tip of Cyprus to (33° N, 33° E) then north towards Cyprus did
not reveal anticyclonic circulation. It did, however, indicate the presence of near-surface
LIW, although it does not appear to have been locally formed. Water of nearly the same
character was found in the eddy core in the 385 dives of the second glider mission from
May to August 2009 (upper right Figure 1). The warmer and saltier LIW core of the eddy
was evident most clearly at 300 dbar (~300 m), which is approximately the depth of
widest eddy extent (80 km).

The “Eye of the Levantine” experiment in November–December 2009 was devised with
this information in hand. In addition to the Cyprus glider in Figure 1 (lower left), a fleet
of 5 additional gliders was deployed, along with surface drifters and profiling floats.
Also, the TARA/Oceans research and sailing vessel was able to sample the eddy based
on prior information from the glider fleet. The Cyprus eddy was again found near the
Eratosthenes Seamount (Figure 2). The eddy typically has a radius of about 40 km and
consists of a core of LIW extending down to 400 m. The slightly fresher AW is found
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just below the thermocline, most noticeable in this section around the northern edge of
the Cyprus eddy. Dissolved oxygen, optical scattering, and chlorophyll fluorescence
typically show maximum values also in the layer just below the thermocline (not shown).
The radius and maximum thickness of the eddy estimated are about 45 km and 300 m,
respectively. The AW layer becomes appreciably thicker and more noticeable as the
northern edge of the eddy is approached. In Figure 3, it is possible to see more results
from this mission. In this case, the temperature and salinity at 300 dbar are plotted with
colour-coded dots on a map, showing that from 21 December 2009, to 30 January 2010,
seawater characteristics in the vicinity of the seamount changed. The southwest to
northeast diagonal was completed from 5–14 January and shows clearly the higher
temperature and salinity values over the seamount (shading), while the opposing
diagonal (23–30 January) southeast to northwest shows a much weaker maximum. 

Figure 2  Vertical section of a) Salinity and b) Potential temperature from glider 150 ascents from
December 1–23, 2009. The section begins at the south terminus of the transect. Positions at the
end of each ascent are shown with vertical black lines.

Comparisons with ship-based measurements before, during, and after the EYE project
indicate good agreement with the glider data, in particular Conductivity-Temperature-
Depth (CTD) and Acoustic Doppler Current Profiler (ADCP) data from the Maria S.
Merian cruise MSM 14/1 collected in the seamount area from mid-December 2009 to
early January 2010 (Christiansen et. al., 2011). Vertical profiles of temperature, salinity,
and the TS-diagram all indicate very close agreement in the intermediate and deep water
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masses, however, the AW and LSW changed significantly in 10 days between the
sampling, probably because of horizontal advection. Because of the detailed information
provided by the gliders in near real time, it was possible to direct the ship in order to
optimise sampling of the eddy. 

Figure 3  Surface map of a) Potential temperature and b) Salinity at 300 dbar at the surface
positions of glider 150 from 21 December 2009 to 30 January 2010. The track begins southwest of
Cyprus, and by the end of January is nearly back to the same position.

During MSM 14/1, a 76.8 kHz ADCP was used to measure current profiles during each
CTD station. Vertical bin thickness was set to 16 m, the centre of the first bin is at 24 m.
Fifty bins were collected, and the maximum range was 800 m. The Teledyne-RDI
software WinADCP was used for the pre-processing ADCP data, including referencing
to true currents in geographical coordinates using the ship GPS. A Matlab script was
used to read and average the files produced by WinADCP. Currents were averaged for
periods when the ship was carrying out CTD casts. The depth-averaged currents from the
ADCP (approximately 16–800 m) compare well to the dive-averaged currents from
Seaglider 150 (Figure 4c). The vertically-averaged currents are between 0.10 and
0.20 ms-1 and show the anticyclonic rotation of the eddy. According to the glider-
derived currents, the center of the eddy appears to have moved to the west a few km from
January 5 to 17. It is also shown that the currents on the south side of the eddy are
slightly more intense than the northern side, at least in the glider transect. Since gliders
measure density profiles, it is possible to calculate the geostrophic velocity with an
arbitrary reference level of 800 m (Figure 4a). The rotation of the eddy core is visible as
well as the more intense and tightly focused southern edge of the eddy. The equivalent
section of ADCP velocity (Figure 4b) shows excellent agreement, except the location of
maximum geostrophic velocity on the southern edge was not sampled (33.75°N–
38.0°N).
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Figure 4  Vertical section of eastward geostrophic velocity from glider density profiles referenced
to 800 dbar (a) compared with ADCP profiles from MSM 14/1 (b) and (c) Surface map of Glider-
derived dive average currents (top 1000 m, green) and ship ADCP-derived currents vertically-
averaged (top 800 m, red) overlaid on contours of bathymetry. Glider mission was 7–31 January,
2010, and MSM 14/1 was 4–5 January, 2010.

Following the 567 dives of the EYE of the Levantine Cyprus glider, a third long mission
was initiated in October 2010 (Figure 1, lower right). These 357 dives further tracked the
circulation features, including the Cyprus eddy, which was found east of its previous
location (Figure 5), but with similar characteristics. Detailed structure of the eddy
differed however, indicating an actively evolving and advecting feature of rich
complexity.

For more accurate operational forecasts, as well as deeper understanding of the Cyprus
eddy, the assimilation of the glider profiles directly into the CYCOFOS forecasting
system at OC-UCY has been achieved. The assimilation of temperature and salinity
profiles from one OC-UCY glider during the “Eye of the Levantine” project has been
completed and compared to the control run of no assimilation. These runs were
completed in hindcast mode, in which the model was initialised only at the beginning of
the experiment (25 November, 2009, using the University of Athens 1/30° ALERMO
model). Then a series of 1 day forecasts were carried out, using the current day’s meteor-
ological forecast (the University of Athens 1/20° SKIRON model). During each run,
differences between model and glider profiles were computed when observations were
available. After each run, the data assimilation routine “OceanVar” (Dobricic and
Pinardi, 2008) was called in order to compute the corrections to the three-dimensional
temperature and salinity fields. The following run would read these corrected fields and
linearly increment the fields that were read from the “restart” file over the first 20 time
steps. The simulation lasted until the end of the last glider profile and continued for
another 2 weeks without observations (last output 30 April 2010).
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Figure 5  Surface map of a) Potential temperature and b) Salinity at 300 dbar at the surface
positions of glider 150 from 12 October 2010 to 30 January 2011. The track begins southeast of
Cyprus, and by the end (33°N, 33°E) is nearly through the third cycle through the pattern.

The open boundary conditions strongly influence the persistence of the eddy “inserted”
by the data assimilation procedure. However, it is clear that after 5 months of running,
the simulation did in fact improve upon the control run (Figure 6). In this figure the
model output for temperature and currents at 280 m from both runs are shown. Note the
increase in sea temperature south of Cyprus in the region of the Cyprus eddy when
assimilating glider data. Further tests are required, in particular the assimilation of
temperature and salinity from all six gliders and investigation of other open boundary
condition specifications. The improvement of the estimated ocean state will be
quantified by comparison with independent data, such as the trajectories of drifters
deployed during the experiment compared to model-predicted trajectories, or satellite-
derived sea level anomaly compared to model values.

An important first step has been taken. Hindcasts at the Cyprus Oceanography Center
were successful in late 2009 and early 2010 in predicting the position and characteristics
of the Cyprus eddy. This is despite the fact that the eddy was not present in the Mediter-
ranean Forecasting System hydrodynamic model (from which the operational hydrody-
namic model of the University of Athens and in turn that of OC-UCY are initialised).
Because of the one-way nesting, the open boundary conditions applied were inconsistent
with the presence of the eddy, causing unrealistic evolution. With the eddy present in the
model and consistent boundary conditions, one can follow its evolution and compare to
existing and future glider missions. More importantly, one can investigate the possible
mechanisms responsible for the movement and dissipation of the eddy. 
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Figure 6  Temperature and currents at 280 m on 19 April 2010 for hindcast model initialised on 25
November 2009: a) the control run and b) the run assimilating daily glider temperature and salinity
profiles from glider sg150.

4. Summary 
This paper has given a brief overview of data collected in the open sea near Cyprus from
2009 to 2011. A set of four long missions, totalling nearly 1500 dives (3000 profiles) has
been completed. Important information on the seasonal and longer timescales over a
broad region has been collected. In particular, the Cyprus eddy, observed as a semi-
permanent feature as far back as the 1980s from ships, has been examined in detail using
gliders. It is an anticyclonic eddy with a core of relatively warm and salty Levantine
Intermediate Water extending from just below the Levantine Surface and Atlantic Water
to a maximum of 400 m. It is embedded in a generally cyclonic basin circulation, with
other eddies often present. A meandering sub-surface current of Atlantic Water,
attributed to the MMJ, is found around the upper periphery of the eddy. Further studies
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examining the data in terms of ocean state determination using assimilation techniques
are required to address questions of the eddy generation mechanism, the reasons for its
location and permanence there, as well as the role of the bottom topography, in particular
the Eratosthenes Seamount (Brenner, 1989). More glider missions will be carried out to
supplement the operational ocean forecasting of OC-UCY, including data assimilation.
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Towards the application of an operational sediment 
transport model for the optimisation of dredging 

works in the Belgian coastal zone (southern North 
Sea)

Management Unit of the North Sea Mathematical Models, Royal Belgian Institute of 
Natural Sciences, Brussels, Belgium

Abstract
The Belgian Continental Shelf (BCS) is characterised by shallow waters, with an
irregular bathymetry and systems of sand banks. The bottom sediments generally consist
of fine to medium sand. In the coastal zone, high concentrations of fine-grained
suspended particulate matter occur which are responsible for a significant siltation of the
ports and navigation channels. Every year, about 11 million tons of dry material is
dredged and dumped back into sea. The dumped matter is quickly resuspended and trans-
ported away from the dumping sites. A non-negligible part of it recirculates back
towards the dredging places, raising the question of the efficiency of the dredging
strategy. 

To study this recirculation process, numerical models are developed, validated and used
in an attempt to help the authorities in the choice of an optimum dredging methodology.
A semi-Lagrangian two-dimensional sediment transport model is coupled to MUMM’s
three-dimensional baroclinic hydrodynamic models. Model results have been validated
against observed dispersion of radio-active material dumped in the area as well as long
term in-situ measurements. Other model applications dealt with the study of the mud
balance in the BCS and the influence on it of dumping activities. 

The selection of the optimal location for the dumping sites is an important concern.
Optimal means: i) minimising recirculating to the dredging places, ii) confining the
physical, chemical and biological effects and iii) keeping the distance between the
dumping site and dredging places as short as possible. Different model simulations are
carried out to investigate the influence of the position of the dumping sites and of the
meteorological conditions on the recirculation process. A first step is made in the opera-
tional implementation of a tool that can help the authorities to make the best choice for
the dumping site, taking into account the actual meteorological and hydrodynamic condi-
tions. 

Keywords: Dumping and dredging activities, dredging efficiency, operational
forecasting, sediment transport modelling, southern North Sea, Belgium.
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1. Introduction 
The Belgian–Dutch coastal area is shallow, with water depths between 5 and 40 m and is
characterised by strong vertical mixing and high tidal velocities. The sediment transport
in the area is complex. High turbidity values (about a few hundred mgl-1) are regularly
observed between Oostende and Zeebrugge making the Belgian coastal waters one of the
most turbid in the North Sea. Main Belgian sea ports (Oostende and Zeebrugge) and the
main navigation channels towards the Westerschelde estuary must therefore be continu-
ously dredged to maintain accessibility. Comparison between the natural input of the
suspended particulate matter (SPM) in the coastal zone through (mainly) the Strait of
Dover and the quantities dredged and dumped at sea show that an important part of the
SPM is involved in the dredging/dumping cycle (Fettweis and Van den Eynde, 2003). 

Dredging and dumping amounts to about 11 million tons of dry matter yearly, from
which more than 70% is silt and clay. 10% of the total dredged quantity is dredged in the
navigation channel connecting the port of Zeebrugge with the open sea and 62% in the
port of Zeebrugge. The rest is extracted from the navigation channel towards the Wester-
schelde (22%) and the harbour of Oostende (5%). 

Most of the dredged material is dumped back into the sea at selected dumping sites, from
which the material is transported again, mainly in suspension. The dumping of this fine-
grained material can disturb the nutrient dynamics in the water. A higher sediment
concentration in the water column mainly influences the biota and filter-feeding
organisms. At the dumping sites themselves, the benthos is disturbed due to burial. 

Dredging works may be limited by reducing the sedimentation in harbours (transfor-
mation of the harbour entrance or current deflecting wall) or by applying a more efficient
dumping scheme. The efficiency of a dumping place is determined by physical (sediment
transport, hydrodynamics), economic and ecological aspects. An efficient dumping place
has a minimal recirculation of dumped matter back to the dredging places, a minimal
distance between the dumping place and the dredging area and a minimal influence on
the environment. 

Operational numerical hydrodynamic and sediment transport models can forecast the
recirculation of dumped material during the next few days. The best dumping site can
then be selected taking into account the present conditions. 

This paper first briefly presents the numerical models. Then the results of model applica-
tions dealing with the evaluation of the efficiency of three different dumping schemes
around Zeebrugge (east, west or as a function of tide) are presented and discussed. A
fourth section is dedicated to a short presentation of a first implementation of an opera-
tional forecasting system. Finally, some conclusions and recommendations for further
work are formulated. 

2. Hydrodynamic and fine sediment transport forecasting tools

2.1 Main characteristics of the hydrodynamics and fine-grained sediment transport 
on the Belgian Continental Shelf

A detail of the bathymetry of the part of the BCS is shown in Figure 1. The water depth
varies between three and about thirty metres. The navigation channels are dredged to
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about fifteen metres below LAT (Lowest Astronomical Tide). The hydrodynamics of the
Belgian coastal waters are determined mainly by tides, wind and wave activity. The tides
are semi-diurnal and slightly asymmetrical. The mean tidal range at Zeebrugge is 4.3 m
at spring tide and 2.8 m at neap tide. The tidal current ellipses are elongated in the coastal
zone and become more broadly elliptical further offshore. The current velocities can
reach more than 1 m s-1 at spring tide. The water column in the area is well mixed during
the entire year. The freshwater outflow from the Westerschelde is low and has a long-
term (1949–1997) annual mean of 107 m3s-1. The winds and consequently also the
waves are mainly from the southwest or from the northeast. The winds are most of the
time (90%) below 5 Bft (10.8 ms-1). Significant wave height at Westhinder, 20 km from
the coast, is 87% of the time below 2.0 m. The long term transport of the water is mainly
to the northeast. 

Figure 1  Left: Position of the study area. Right: Detail of the bathymetry of the 820 m × 772 m
model grid of the Belgian Continental Shelf. Two possible dumping sites are indicated. 

The surface sediments on the BCS consist mainly of medium to fine sand. Further from
the coast, at water depths greater than 12 m, medium sand is found with a median grain
size up to more than 400 µm. Nearer to the coast and east of Oostende, fine sands are
found with a median grain size lower than 200 µm. In the eastern part large mud fields
are found. These mud fields are partly correlated with the high turbidity zone between
Oostende and the mouth of the Westerschelde.

2.2 Description of the numerical models 

The core of the hydrodynamic models is the COHERENS code (Luyten et al., 1999).
Governing equations express conservation of mass, momentum, temperature and
salinity. A transport equation for turbulent kinetic energy combined with an algebraic
formulation for the length scale is used. These equations are solved using the mode
splitting technique on an Arakawa-C model grid. 

For operational purposes, three different implementation of the COHERENS code are
used. Only the barotropic mode is turned on for the two-dimensional implementation,
referred to as OPTOS-CSM, that covers the entire Northwest European Continental
Shelf. Model forcing comes from the tide and the Numerical Weather Predictions (NPW)
provided by the United Kingdom Meteorological Office. For the North Sea area as well
as on the BCS, the full three-dimensional version of COHERENS is used. The North Sea
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model, OPTOS-NOS, is forced along its open boundaries by OPTOS-CSM. Surface
forcing is coming from the same NWP. Freshwater discharges (climatological values)
from main European rivers are taken into account.

On the BCS, the model (referred to as OPTOS-BCS) is implemented on a grid with a
resolution of about 1/84° in longitude (817–833 m) and 1/144° in latitude (772 m).
Along the vertical, 20 σ-layers are used. Open boundary conditions are provided by
OPTOS-NOS. 

The OPTOS-BCS model was validated extensively, using 400 hours of current profiles
on the BCS, measured with a bottom mounted Acoustic Doppler Current Profiler
(ADCP), type Sentinel 1200 kHz Workhorse of RDInstruments (Dujardin et al., 2010). 

The two-dimensional sediment transport model is a semi-Lagrangian model, based on
the Second Moment Method (de Kok, 1994). In this method, all the material in a grid cell
is represented by one rectangular mass, with the sides parallel to the direction of the
model grid, and characterised by its zero order moment (total mass), its first order
moments (position of mass centre) and its second order moments (the extension of the
mass). Advection is represented by the advection of each of the sides of the rectangle.
Diffusion is simulated by enlarging its extension. After each time step all material in a
grid cell is recombined and represented by one new rectangle with the same zero, first
and second order moments. The model can account for different sediment classes. In the
applications reported in this paper, only mud, defined as the fraction smaller than 63 µm,
is introduced. Erosion and sedimentation processes are governed by bottom friction,
which is parametrised using an adaptation of the Bijker formula (Bijker, 1966). Erosion
is modelled following Ariathurai (1974), while sedimentation is calculated using the
formula from Krone (1966). The amount of material that is eroded depends on the
erosion constant M (kgm-2s-1) and of a critical bottom stress for erosion τs (Pa), while
sedimentation uses parameters for the fall velocity of the sediment particles ws (ms-1)
and for the critical bottom stress for deposition τd (Pa). In this model, the critical bottom
stress for erosion depends on the consolidation of the deposited material. The complete
description of the consolidation model falls out of the scope of the present paper, but
more information can be found in Fettweis and Van den Eynde (2003). 

The critical bottom stress for erosion varies between 0.5 Pa for loosely deposited mud
and 0.79 Pa for consolidated mud after 48 hours, the erosion constant M is set to
0.00012 kgm-2s-1. The fall velocity is set constant and equal to 2 mms-1. This rather
high value implicitly accounts for flocculation processes and agrees with recent
measured values. The critical bottom stress for deposition has a value of 0.5 Pa. This
high value promotes the deposition of the sediments. The model was validated by
comparing the model with in-situ measurements and by simulating radio-active tracer
experiments (Van den Eynde, 2004).

3. Model simulations and results 

3.1 Different scenarios

To demonstrate the possible useful application of the numerical models to select the
most efficient dumping scheme, three different dumping strategies are evaluated. In the
strategy “business as usual”, the material is dumped on the Zeebrugge-Oost dumping site
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(ZBO), a site which is used at the present time, at a distance of about 4.5 km east of the
harbour entrance. In a second dumping strategy, this site is moved to the west of
Zeebrugge harbour (ZBW), at an equivalent distance with respect to the entrance. Both
locations are indicated in Figure 1. In a third scenario (TDD), the dumping is tide
dependent: during ebb (water transport to the west), the ZBW site is used, while during
flood (currents to the east) material is dumped on ZBO site. 

The efficiency of the dumping strategies is evaluated by calculating the recirculation
from the dumping sites towards two dredging areas, i.e., the zone around the port (see
Figure 2a) taken as a proxy for the recirculation to the harbour itself, and the zone around
the navigation channels (see Figure 2b). 

Figure 2  Two zones where the recirculation of the dumped material is being calculated. a: (left)
Zone around Zeebrugge harbour; b: (right) Zone around the navigation channels. 

A one month period, from 1 January – 1 February 2006, has been chosen. The period
comprises two spring-neap tidal cycles with spring tides around 2, 16 and 31 January and
neap tides around 9th and 24th January. The wind speed during the period stayed limited
to less then 8 ms-1 most of the time, with wind peaks of more then 10 ms-1 on 10, 11,
and 26 January. The wind direction was highly variable, with the winds coming most of
the time from the south or the east. Simulations start at different dates during this period.
Each simulation has a duration of 5 days and 5 hours (equivalent to the length of the
actual model forecast). 

Various surface forcing are considered: no wind forcing, realistic wind forcing, uniform
in space and constant in time wind forcing (9 ms-1 from northwest, northeast or
southwest). During each model run, 337.5 tons of mud is dumped according to one of the
dumping schemes previously described. The efficiency of the dumping strategy is
evaluated from the averaged amount of material found at the bottom in each dredging
zone during the last day of the simulation. 

Results from the simulations without wind forcing are presented in Figure 3. The last day
averaged amount of material found at the bottom, in the two zones of interest and as a
function of the starting date, is displayed. For the zone around the harbour of Zeebrugge
(Figure 3, left), dumping on ZBO induces the largest recirculation of material.
Concerning the two others dumping schemes (ZBW and TDD), results clearly indicate
that the choice should be made according to the time start of the simulations. Sometimes
it is better to dump continuously on Zeebrugge-West. Other times, it is better to use a
tide dependent dumping strategy. For the zone around the navigation channels, the
results vary more. The results indicate that dumping on ZBO at some times seems to be
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the best choice. However, this is probably mainly due to the fact that the simulation is
only executed over a short period of 5 days and 5 hours. 
 

Figure 3  Amount of material on the bottom, averaged over the last day of the simulation, for the
dumping at Zeebrugge-Oost (ZBO), at Zeebrugge-West (ZBW) or for tide dependent dumping
(TDD) for the zone around Zeebrugge (left) and the zone around the navigation channels (right)
and as a function of the starting date of the simulation. No meteorological conditions have been
taken into account.

Results from the simulations made with different wind forcing are presented in Figure 4.
Results are presented for one zone (around Zeebrugge) and two dumping schemes: ZBO
(left) and ZBW (right). Also the influence of the meteorological conditions on the recir-
culation from the dumping sites is clear. The actual meteorological conditions can
therefore influence the optimal dumping strategy to be applied. 

Figure 4  Amount of material on the bottom, averaged over the last day of the simulation, for the
dumping at Zeebrugge-Oost (ZBO) (left) and at Zeebrugge-West (ZBW) (right) for the zone
around Zeebrugge as a function of the starting date of the simulation for the different meteoro-
logical conditions. 

4. Operational forecasts 
To help the government to apply the most efficient dumping strategy, an operational tool
is being set up, which can be used to decide where best to dump the dredged material,
taking into account the actual situation. The model uses the operational forecasts of the
currents and water elevations, which were executed twice a day, using the three-dimen-
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sional hydrodynamic model, described above. The results of these operational currents
and tidal elevations forecasts are presented on the MUMM website and are used for
example for the operational forecasts of oil spills (Legrand and Dulière, 2012). 

In addition to the hydrodynamic forecasts, every day two additional simulations are
being executed now, using the sediment transport model. For the next five days, limited
by the meteorological forecasts, the dispersion of the material is followed using the three
dumping strategies. Automatically, an animation is prepared, presenting the evolution of
the material in suspension and the material at the bottom during the simulated period,
which can be consulted on a web site. An example of this movie for the dumping at
Zeebrugge-Oost and Zeebrugge-West is presented in Figure 5. Furthermore, a table is
automatically calculated and presented with the calculated recirculation averaged over
the last day of the simulations, to the two zones, defined above. This table could be used
to help the decision makers to decide which dumping strategy to follow during the next
days, taking into account the actual situation and the actual hydrodynamic forecasts, to
minimise the recirculation of the dredged material. 

Figure 5  Operational forecasts of the dispersion of dredged material from two different dumping
sites. 

5. Conclusions and future work
This paper presents some work on the development of a tool that can be used to make the
dumping of dredged material more efficient. For this purpose a semi-Lagrangian
sediment transport model was set up, which follows the dumped material through the
model grid, and which calculates the recirculation of the dumped material to predefined
zones of interest, in this case the harbour of Zeebrugge and the navigation channels.
Using operational hydrodynamic forecasts, also operational forecasts of the dispersion of
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the dumped material are being produced. The results of these forecasts are easily acces-
sible through a web site. This information then can be used by the responsible author-
ities, when deciding where to dump the dredged material. 

It is clear that further research has to be carried out before the operational tool will be
ready. First of all, the operational sediment transport model should be extended to
include the influence of waves on the sediment transport. Furthermore, a good
calibration of different model parameters and a proper validation of the model results has
to be made. To this extent, a large scale measuring campaign is being set up, to measure
the influence of the dumping site on the recirculation of the dumped material to the
Zeebrugge harbour. These measurements will be of great importance to validate the
operational sediment dispersion model. 
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Monitoring oil spills at sea with optical satellite 
sensors: the PRIMI project Optical Observation 

Module

Abstract
The PRIMI project funded by the Italian Space Agency (ASI) has implemented an obser-
vation and forecast system to monitor marine pollution from hydrocarbon oil spills (OS)
in the Italian Seas. The system consists of four components; two for OS detection via
multi-platform SAR and optical satellite imagery, an OS displacement forecast
subsystem based on numerical circulation models and a central archive that provides
WEB-GIS services to users. The system also provides meteorological, oceanographic
and ship detection information. The Optical Observation Module, based on MODIS and
MERIS imagery, is described here. The idea of combining wide swath optical observa-
tions with SAR monitoring arises from the necessity to overcome the SAR reduced
coverage of the monitoring area. This can be done now, given the MODIS and MERIS
higher spatial resolution with respect to older sensors (250–300 m vs. 1 km), which
enables the identification of smaller spills deriving from illicit discharge at sea. The
procedure to obtain identifiable spills in optical reflectance images involves removal of
natural variability to enhance slick–clean-water contrast, image segmentation/clustering
and a set of criteria for the elimination of features which look like spills (look-alikes).
The final result is a classification of oil spill candidate regions by means of a score based
on the above criteria.

Keywords: oil spill, Mediterranean Sea, MODIS, MERIS, satellite, optical sensor.

1. Introduction 
The main contribution to marine oil pollution is due to illegal discharges from ships
cleaning their bilges underway, to cut harbour costs. 2 million tons of oil are illegally
spilled annually and this accounts for about 45% of global oil pollution (REMPEC,
www.rempec.org), while tanker and platform accidents contribute by only 5% and 2%
respectively. In particular, the Mediterranean Sea hosts 25% of the world’s sea-borne oil
traffic, with up to 600000 tons of hydrocarbons illegally spilled in this basin every year
(REMPEC, www.rempec.org).

Naval, aerial and Synthetic Aperture Radar (SAR) surveillance is generally adopted in
monitoring maritime traffic and ocean pollution (Trieschmann et al., 2003; Ferraro et al.,
2007; Girard-Ardhuin et al., 2003; Fiscella et al., 2000; Del Frate et al., 2000; Topou-
zelis et al., 2002; Karathanassi et al., 2007). SAR is particularly useful because of its all-
weather and all-day observation capability and high spatial resolution (typically 10–100
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m). However, SAR data are expensive, have relatively low coverage (long revisit times
due to narrow 100–500 km bands). This calls for a multi-platform monitoring approach,
including SAR as well as wider swath platforms, such as optical sensor satellites.

Optical oil spill detection is now possible, thanks to the increased spatial resolution
(250–300 m) of the new generation MODIS (NASA TERRA and AQUA platforms) and
MERIS (ESA ENVISAT platform) sensors (Hu et al., 2003; Shaban et al., 2009 and
Coppini et al., 2011). Polluted waters may be detected because their water-leaving
radiance differs from that of clean water (Otremba, 2009; Otremba and Piskozub, 2004);
however, attempts to implement optical detection algorithms are few and recent
(Grimaldi et al., 2009).

We present a new, highly automated, oil spill detection algorithm using MODIS and
MERIS optical imagery, developed within the PRIMI project (Nirchio et al., 2009),
funded by the Italian Space Agency (ASI). PRIMI has implemented a modular opera-
tional system (Figure 1) for marine oil pollution monitoring and forecast in the seas
around Italy. The system consists of four modules, i.e. multi-platform SAR and Optical
observation Modules (ERS, ENVISAT, RADARSAT, COSMO-SkyMed, MODIS
TERRA and AQUA, MERIS), an oil spill displacement Forecast Module based on
Mediterranean basin and sub-basin circulation models and an oil spill displacement/
transformation lagrangian model and an Archive Module that provides WEB-GIS
services to users (Nirchio et al., 2009).

Figure 1  A modular operational system for marine oil pollution monitoring and forecast.

The PRIMI optical oil spill (OS) detection algorithm was developed and validated using
an in-situ certified OS database. The algorithm pre-processes the imagery (declouding,
destriping for MODIS, etc.), then enhances oil–water contrast by eliminating natural
variability from input images (“image flattening”). Flattened images are then clustered
into regions with common mode reflectance values. Next, cluster images are pruned of
look-alikes and obvious non-slick regions, using a set of spectral and geometric feature
parameters, thus leaving what we termed “OS candidates”. Finally, a probability score is
assigned to each OS candidate. Algorithm validation is briefly presented followed by a
summary of the work and comments on future efforts.
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2. Materials and methods

2.1 The oil spill in-situ certified database

A collection of in-situ oil spill observations was compiled, as reported by international
and Italian Authorities responsible for OS monitoring (Table 1), for which we obtained
MODIS and MERIS TOA reflectance imagery. OS events include: ROSES (www.boost-
technologies.com/roses/report.php) report OSs (3 images), Lebanon 2006 spills (23
MODIS and images), OSs in the Italian seas (6 images; Italian Ministry of the
Environment, 2002–2008), an OS off the Algerian coast (3 images; August 6–10, 2008)
and five OSs visited by CNR’s R/V Urania during the PRIMI validation cruise of August
– September 2009 (5 images). A subset of the database has been selected to develop the
algorithm (training OS database; 15 images, containing 60 OSs), while the remaining
OSs were used to validate the methodology (validation OS database, 25 images,
containing 101 OSs; Table 1). Each spill in each image was manually digitised as a
Region of Interest using the ENVI ROI tool, thus obtaining position text files of OS
pixels (Figure 2), to be used in algorithm development or validation.

Figure 2  True colour images for the oil spill disaster of the Lebanon coast (a) MODIS TERRA
(August 17 2006, 08:30 UTC) detail, low glint condition, (b) the same but with the oil spill ROI
(green) manually digitized with the ENVI ROI tool.



Monitoring oil spills at sea with optical satellite sensors: the PRIMI project Optical Obser-
vation Module

264
2.2 MODIS and MERIS data

MODIS L0 (TERRA and AQUA) and MERIS L1B data were downloaded from the
NASA and ESA websites (modis.gsfc.nasa.gov; envisat.esa.int/instruments/meris) and
processed with the SeaDAS v5.4 freeware to obtain L2 TOA reflectance ρt(λ), Rayleigh
reflectance ρr(λ) and water-leaving reflectance ρW(λ) at the wavelengths
λMODIS = (469, 555, 645, 859, 1240, 1640, 2130) nm and 
λMERIS = (443, 560, 665, 681, 865) nm, 
as well as Level 2 processing flags (l2_flags MODIS product for land and cloud, etc.,
detection), SST Quality Levels (qual-sst, MODIS only, for custom declouding) and θsat,
θsun, φsat, φsun, i.e. satellite and sun zenith and azimuth angle maps. Spatial resolution is
250 or 500 m and 300 m for MODIS and MERIS products, respectively. 

3. Oil Spill Detection Methodology
The OS detection algorithm includes: 

1. Destriping of intermediate L1A MODIS products and computation of ρt(λ), ρr(λ),
ρW(λ) L2 products (with SeaDAS, for both satellites)

2. Cloud Masking

3. “Image flattening”, i.e. elimination of the natural oceanic and atmospheric variability
from ρt(λ), which produces flattened ρε(λ) images

4. Clustering of ρε(λ)

5. Feature Extraction in clustered image (pruning of obvious look-alikes)

6. OS Classification remaining features (“OS candidates”).

3.1 Destriping and cloud masking

The well-known striping artefact in MODIS images (Figure 3) is due to hardware differ-
ences between the two faces of the rotating mirror, which reflects light from the scene to
a line of N detectors (10, 20 and 40 detectors for the 1 km, 500 m and 250 m bands,
respectively). Also, the detectors have hardware differences which cause further finer
striping within each mirror scan stripe (Figure 3a and c). Therefore, a cross-swath data
line is disturbed by detector striping, a ramp-like artificial trend, each ramp being
slightly displaced from its neighbours, due to mirror side differences (Figure 3c).

Table 1 Training and validation dataset of MODIS and MERIS images relative to the in-situ oil
spill observations. For each area the number of images and their relative number of OSs is shown.

Area Training Validation MODIS MERIS

Lebanon 12 (55 OSs) 11 (77 OSs) 14 9

Algeria 2 (4 OSs) 1 (1 OS) 2 1

Italian Ministry 1 (1 OS) 5 (10 OS) 6 -

ROSES - 3 (3 OSs) 3 -

PRIMI cruise - 5 (10 OSs) 5 -

Total 15 (60 OSs) 25 (101 OSs) 30 10
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Destriping has been implemented mainly for the MODIS 1 km bands (Weinreb, 1989;
Antonelli, 2004, IMAPP Team cimss.ssec.wisc.edu/imapp/destripe.shtml), but did not
prove satisfactory when we applied it to 250 m bands, since artefacts occurred which had
the shape similar to small slicks. Therefore, we developed a custom destriping for the
250 m bands and applied it to the L1A level MODIS products. It consists in determining
the slope and bias of the regression line best fitting each ramp and “rectifying” the ramp
by subtracting the regression line from the signal (Figure 3c). The destriped L1A files
were then fed into SeaDAS to obtain the L2 level products. Figure 3b obviously shows
that destriping is not perfect; however it has proved sufficient for the OS detection
algorithm.

Figure 3  MODIS AQUA 2006 August 22 10:25 UTC L2 TOA reflectance (ρt) at 859 nm 
(a) image showing striping. Green line refers to section across stripes given in (c) (each major
stripe has 40 detectors, this being a 250 m resolution image). (b) Destriped image. (c) Section
across stripes with striping ramps (solid line) across three swaths acquired by different mirror sides
and due to sensor hardware differences and corrected reflectance after destriping (dashed line).
Reflectance expressed in counts.
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The custom cloud masking is based on the highly positive cloud-water contrast and was
adopted because the standard MODIS and MERIS cloud flags were seen to sometimes
mask OS pixels as clouds. All pixels in MODIS images for which one or more SST
quality flags indicate bad SST are flagged. Next, declouding is completed using the
reflectance standard deviation of the 3×3 box centred in each pixel. Since cloudy pixels
have high reflectance with respect to surrounding water, pixels with high standard
deviation are flagged as bad data. MERIS images are declouded only with the latter
procedure.

3.2 Image flattening

Image flattening is the elimination of all reflectance signals in t extraneous to the
response of oil and clean water, i.e. Rayleigh scattering, aerosols and oceanographic
signals (e.g. presence of phytoplankton), in order to exhalt oil-water contrast. This is
done by subtracting ρr(λ), ρW(λ) and ρa(λ) from ρt(λ) (ρW(λ) is removed only for water-
sensitive bands λMODIS = 469, 555 nm and λMERIS = 443, 560 nm). The aerosol signal
ρa was eliminated by subtracting the signal of the aerosol-sensitive red band (λMODIS =
645 nm; λMERIS = 665 nm) from ρt(λ).

The result of this procedure is a “flattened” image ρε(λ) (Figure 4), in which slicks are
more contrasted and have finer detail than in ρt(λ) (Figure 4a). The best OS enhancement
is seen in the 859 nm and 865 nm bands for MODIS and MERIS respectively, which
were thus chosen for the PRIMI Optical Module.

3.3 Clustering and segmentation

Flattened images were then clustered using the mean shift algorithm (Comaniciu, 2002).
This procedure spatially subdivides the input ρε(λ) image in a set of clusters, each of
which is composed of a number of (not necessarily connected) regions (Figure 5). Each

Figure 4  MODIS AQUA (August 22 2006 10:25 UTC),
859 nm band showing (a) ρt and (b) ρε.The inset shows the
Lebanon coastal oil spill in low glint condition (slick
shown by green ellipse). 

Figure 5  MODIS AQUA (August
22 2006 10:25 UTC), ρε (859)
cluster matrix. The clustering
procedure found 10 clusters
(different colours correspond to
different reflectance mode values).
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cluster is defined by a “mode” reflectance value, common to all its pixels. In practice, the
quasi-continuum set of ρε(λ) values in the input map is reduced to a much smaller set of
modes by means of the clustering algorithm.

3.4 Slick feature extraction (look-alike pruning)

We defined a set of geometric and spectral feature parameters in order to reject or
retain the regions of the clustered image. For each parameter a threshold was empirically
devised, with which each cluster region is either rejected or retained as an “OS
candidate”. First, each region was tagged as in either high or low glint illumination/view
geometry, because slick-water contrast is brighter (darker) than water for high (low)
glint. To do this we used the glint angle α, given by (e.g. Giglio et al., 2003):

cosα = cosθsat cosθsun – sinθsat sinθsun cosφ
where θsat and θsun are the satellite and solar zenith angles and φ = |φsat–φsun| is the sun-
satellite relative azimuth angle, as seen from an image pixel. We empirically determined
that high (low) glint conditions occurred for α < 17.5° (α > 17.5°). This threshold proved
to better separate positive from negative oil-water contrast regions than the standard
MODIS and MERIS glint flags. Negative (positive) contrast regions in high (low) glint
conditions are discarded using this method.

Figure 6  MODIS AQUA August 17 2005 12:15 UTC, low glint spill south of Elba island
(northern Tyrrhenian Sea, slick in dark blue surrounded clean waters in green); (a) rhoeps-859
slick detail; (b) Oil spill ROI (red) manually digitized; (c) Slick (green curve) and surrounding
water (black curve) rhoeps-859 normalized distribution histograms. Dashed lines indicate
histogram baricenters and blue arrow indicates baricenter distance dbe, which in this case is
approximately 0.3 – 0.7 = -0.4, indicating slick to be darker than surrounding water.



Monitoring oil spills at sea with optical satellite sensors: the PRIMI project Optical Obser-
vation Module

268
Next, the following parameters were computed for each region: 

1. Area and perimeter (A and P)

2. Shape parameters combining P and A, e.g. S1 = P/A and S2 = 2 ln(0.25P)/ln(A)

3. Cloud Vicinity (V; slick distance from clouds)

4. Contrast (C; mean region reflectance to mean surrounding water reflectance ratio)

5. Baricenter Reflectance: the most frequent ρε(λ) value for the region and the
surrounding water (Figure 6)

6. Region–water baricenter distance (dbe; difference between most frequent region and
water reflectances; Figure 6).

S1 and similar combinations of P and A (McGarigal and Marks, 1995) give a measure of
e.g. region elongatedness, which is a typical feature of illegal spills, while S2, the fractal
dimension index, accounts for region patchiness (OSs are patchy).

Regions with contrast C > 1 (C < 1) for high (low) glint scenes were retained. Cloud
vicinity V is used to discard regions close to clouds affected by cloud shadow or cloud
straylight, which can be mistaken for slicks in low or high glint conditions respectively.
The dbe tells us how much a region is on average darker or brighter than its surrounding
water. Figure 7 shows that look-alike pruning with these parameters greatly reduces the
number of regions likely to be true OSs (OS candidates).

3.5 Automatic score assignment

Figure 7 shows also that threshold pruning does not eliminate all look-alikes. This is
because oil spills are patchy, even within one image pixel, so reflectance from a pixel

Figure 7  MODIS AQUA (August 22
2006 10:25 UTC), OS candidate matrix.
The OS selection procedure finds 68
regions, as candidate oil spills.

Figure 8  Slick (green curve) and surrounding water
(black curve) ρε (859) normalized distribution histo-
grams, with histogram regions used for computation
of d4r, d4w (histogram integrals on dark quarter) and
l4r, l4w (histogram integrals on light quarter)
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within an OS is often an average reflectance resulting from a mix of polluted and clean
water patches. This induced us to define “OS probability” scores, relative to a set of
spectral parameters p, to be assigned to each OS candidate. Among the chosen param-
eters was the above defined dbe, but also a new set of “integral parameters” obtained
using the ρε(λ) histograms of each region and surrounding water. As an example of the
latter, we cite the value of the integrals of each histogram in the lower (darker) or higher
(brighter) quarter of the ρε(λ) range relative to the two histograms and indicate how
much a region histogram is darker or lighter than surrounding water: e.g. an OS
candidate in low glint conditions is probably a true OS if the dark quarter is more
populated by region pixels than water pixels (Figure 8).

Each parameter p was estimated for all known OS regions and look-alikes of our training
OS database and its histograms were computed, i.e. HOS(p) and HLA(p) (Figure 9a;
example relative to the dbe). Next, 0 to 1 scores were defined as:
S(p) = HOS(p)/[HOS(p)+ HLA(p)] (Figure 9b).

Figure 9  (a) Certified OS (green curve) and
look-alike (black curve) dbe distribution for all
no-glint images in the OS database. 
(b) Score for dbe values, regions with dbes
corresponding to high (low) score values will be
classified as more probable oil spills (look-
alikes). Similar scores are obtained for the high
glint OS – look-alike database.

Figure 10  MODIS TERRA (July 23 2006
08:30 UTC) OS Score Matrix. Different
colours correspond to different score values
from 0 to 1.
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When a new image is examined operationally, p is calculated for its OS candidates and
S(p) is found, using Figure 9b as a look-up table. Finally, a cumulative score is assigned
to the OS candidate, as a linear combination of single S(p) scores. Score assignment is
exemplified in Figure 10 and our validation analysis indicates that true OSs are generally
classified with higher scores than remaining look-alikes in the OS candidate image.
During the PRIMI 6 month operational phase, optical images were processed daily and
resulting score maps (Figure 10) were analysed by an operator. Also, reports containing
the chosen OSs were issued automatically and sent to end users of the PRIMI system.
210 spills were reported operationally.

3.6 OS Detection Algorithm: Validation and Application

The PRIMI oil spill detection algorithm was tested on the validation subset of our OS
database (Table 1) by computing a detection success percentage as 

1. The ratio of detected spills to the known spills (Figure 11) 

2. The ratio of detected pixels to ROI pixels in each image (Figure 12). 

The average percent success is 78% and 65%, respectively. Moreover, OSs detected by
SAR and MODIS (Table 1) and their displacement forecasts were verified and sampled
in-situ during an ad hoc PRIMI cruise onboard the Italian CNR R/V Urania, in August–
September 2009 (Southern Tyrrhenian and Strait of Sicily; not shown).

Figure 11  ρε (859) from MODIS AQUA (August 2 2006) relative to the oil spill (in red ellipses)
of the Lebanon coast (b) ROI matrix: green regions are oil spills signatures manually digitized. (c)
Oil spill candidate matrix: land in black, sea in white and oil spill regions in grey.



A. Pisano*, S. Colella, F. Bignami, R. H. Evans, and R. Santoleri 271
Figure 12  (a) ROI matrix: green regions are oil spills signatures manually digitized. (b) Oil spill
candidate matrix: land in black, sea in white and oil spill regions in grey. (c) Comparison result:
red pixels are common pixels belonging to both digitized pixels and detected pixels.

4. Summary and conclusions
We have described a new, highly automated oil spill detection methodology with
MODIS and MERIS TOA reflectance imagery. After destriping (MODIS only) and
cloud masking, images are “flattened” by eliminating natural variability, to enhance
slick–clean water contrast. Next, flattened images are clustered and cluster regions are
then pruned by means of a set of geometric and spectral feature parameters. However,
since not all look-alikes are eliminated, due to e.g. slick patchiness, cumulative scores
are computed as a linear combination of single feature parameter scores.

Validation results are encouraging, in that they show that the method was on average
able to detect 78% of the OS and 65% of the total slick area in a given image. The PRIMI
Optical Module developed in this work has been tested operationally for 6 months during
the PRIMI project and 210 spills were reported.

A crucial point for improvement is to increase the number certified OS cases, to cover
more geometric shapes and illumination-view situations and to develop more reliable
pruning and score parameters.

Finally, the proposed algorithm may quite easily be adapted to other optical satellite
sensors (e.g. hyperspectral) and/or updated for the next generation of optical satellites
(e.g. Sentinel-3, VIISR).
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Oil drift modelling, the M/V Godafoss accident 

Abstract
The ship M/V Godafoss went aground in the outer Oslo fjord on February 17, 2011, and
leaked about 110 m3 of heavy fuel oil to the sea. There were a number of observations of
the oil spill and in this study we evaluate the performance of the met.no oil drift and fate
forecasting system toward these observations. Overall we find that the model system
reproduced observations in a satisfactory way. Compared to a similar accident (the Full
City) that took place in severe weather, we find much less beaching and slower devel-
opment of the oil spill in this accident, which was in calm weather. 

Keywords: Godafoss, oil spill, drift modelling, Oslo fjord.

1. Introduction 
Oil spill accidents are an inevitable part of today’s society. To minimise the impact of
possible oil spill accidents most countries have contingency organisations to respond to
oil spills when they occur. In Norway it is the Norwegian Coastal Administration (NCA)
that is the national authority with the overall responsibility for monitoring oil spill and
the remedial actions. One helpful tool in this work is oil spill models; these are helpful
both for oil drift forecasting and for reconstructing the most likely oil spill path, which is
useful for establishing the monitoring programme usually set up after an accident. In
Norway there are several organisations that provide oil spill model solutions; one of
them is the 24-7 operational oil spill model available at the Norwegian Meteorological
Institute (met.no). This study evaluates some parts of this oil spill model towards obser-
vations. 

Oil drift models are generally based on oil super particles that describe the drift and
spreading of oil spills (Hackett et al., 2006; Reed et al., 1999). The spill is divided into
discrete particles with the same mass that are released at different times and at slightly
different positions thus creating an ensemble of particles. The particles are advected by a
velocity field and the models also include a parametrisation of small scale turbulence by
including random walk movements mimicking the turbulence fields. Algorithms for
gravitational surface spreading of buoyant oil and vertical dispersion result in additional
particle displacements. The properties of the oil will change in time due to e.g., compli-
cated weathering processes that may for instance influence oil density and viscosity. 

The most important forcing mechanisms for an oil drift forecast are probably the ocean
currents, followed by the wind/wave conditions (sometimes including the Stokes drift):
however, the importance of the different forcing variables may change with condition
and location. For the met.no oil drift model it is generally the ocean currents that are
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most important for the advection of the oil spill. An assessment of the oil drift model is
thus in principle often an assessment of the ocean model. It is known that the atmos-
pheric forecast or analysis is often quite accurate up to 48–72 h forward in time. For
ocean currents the situation is more complicated, the combination of much smaller
dynamical scales in the ocean and fewer observations implies that models for ocean
currents often lack in predictability, which implies less accurate oil drift predictions.
Nevertheless, even if ocean models have small dynamical scales there are certain cases
that are well predictable. For instance, coastal currents are often very stable and are
dynamically driven by e.g., slowly changing freshwater output along a long coastline and
topographic steering (Walin et al., 2004). Another situation is under strong wind where
the wind-driven flow becomes dominant. In the Full City accident (which was located
quite close to the Godafoss accident), the accident happened in severe weather and this
probably created a situation that was quite predictable for the large scale current system
(here 5–10 km), and all three models that were compared for the oil spill in the Full City
accident were quite accurate (Broström et al., 2011). The Godafoss accident was also
close to land and the spill was of similar magnitude; the main difference is that Godafoss
was in calm weather while Full City was in very windy conditions. 

2. Observations 
Godafoss went aground at about 18 UTC on February 17 (see Figure 1). The accident
site at Kvernskjergrunn (59° 02.41 N, 10° 58.35 E) is just inside the Ytre Hvaler national
park, a sensitive environmental area and a national reserve. Initial estimates of the
amount of the spill was about 200–400 m3 of heavy fuel oil (IFO 380). The early
estimates were later revised, and the updated estimate from the NCA is that 112 m3 of
heavy fuel oil was released into the environment, and 55 m3 out of this were recovered at
sea (Report, 2011). A number of sea birds were soaked in oil: most of the oiled birds
were eiders, it is estimated that approximately 1000 individuals were affected. The
survey of the environmental effects is still going on. 
 

Figure 1  Map showing the position of the Godafoss accident (red dot). 
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There was some ice on the eastern Oslo fjord at the time of the accident and some of the
recovery action was taken in ice conditions. The extent of the ice cover changed from
day to day in this period. The ice conditions may have influenced the beaching of the oil
in the calm weather conditions. Furthermore, the low temperatures and low wave
exposure led to a low spreading property and low water uptake of the oil (Ramstad and
Faksness, 2011).

2.1 Observation of the oil spill 

The description of the oil movements presented here for the Godafoss accident are based
on the observations made by the Norwegian Coastal Administration (NCA), most of the
observations considered here were presented on their web page. Immediately after the
accident the oil drifted out of the strait and then started to drift north-northwest and
continued to move north-westwards during the first day (Figure 2a). During the
following day the oil moved over to the western side of the outer Oslo fjord, and started
to slowly drift south-westward along the coast (Figure 2b). The slow south-westward
drift along the coast continued for at least two more days (Figure 2c, d). The main obser-
vations were about 10 km from the coast (Figure 2b–d): other areas were surveyed by
aeroplane, helicopters and ships, but no further locations of oil were observed. Notably,
the inner Oslo fjord was covered by ice so even if there were no observations of oil in the
inner Oslo fjord area, there may have been oil underneath the ice. However, after the ice
disappeared there were no indications that oil had drifted further north than observed in
the first days after the incident. 

It should be noted that the oil spill was not as large as in the Full City accident, and due
to less spreading on the sea surface, lower wind speed and lower wave heights, the
recovery at sea was more successful after the Godafoss incident. About 50% of the spill
was recovered at sea, which is remarkable compared to the Full City incident that took
place under strong wind conditions. 

There were some reports of beaching of oil on the western side of the outer Oslo fjord;
furthermore there were a few scattered observations of beaching all the way down to the
southern tip of Norway, but these were mainly small amounts of oil. Although the distri-
bution southwards along the coastline with scattered beaching of oil quite far south is
similar to the Full City incident, the pattern of beaching is somewhat different. Beaching
occurred more “compactly” than observed after the Full City incident. The spreading on
the sea surface was less pronounced and the oil remained in patches, ply due to the
combination of oil type, little wind and low temperatures. Patches of small extent, but
with massive thick oil, were observed on the beaches. 

Notably, the ice may have modified the pattern of beaching. In some areas it was
observed that the ice acted as a barrier and blocked the oil from beaching. This is
probably a phenomenon very specific to the extremely calm wind situation. 

In other sites freezing occurred as oil drifted on the water surface. The oil was enclosed
in the ice and moved along with the ice. Samples from the oil infested ice showed that
even small amounts of oil in the ice cover were easy to detect by observation. 
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Figure 2  Observations made by NCA from the Godafoss accident. Red dots indicate positions of
photographs taken by helicopter. Photographs were taken in areas where oil was observed,
although later analysis showed that oil may not be detected in all photographs. However, here we
simply assume that photographs were taken in vicinity of oil observations. The figures are for a) 18
February, b) 19 February, c) 20 February, and d) 21 February. 

2.2 Atmospheric conditions during Godafoss accident 

The atmospheric conditions were dominated by a high pressure system initially located
over Finland (Figure 3a), but that slowly moved westward such that it covered the area
from Oslo to St.Petersburg by midday on 19 Feb. By 20 Feb the high pressure become
smaller and was located approximately over Bergen (Figure 3b). This weather situation
gave rise to weak easterly (or east-southeasterly) winds over the outer Oslo fjord over the
entire period covered in this analysis. Observations from Svenner lighthouse (met.no
station 29950 on the western side of the Oslo fjord) show that the wind speed was about
8 ms-1 with a direction of 60° at the time of the accident and remained constant for a few
hours. For the main part covered in this analysis the wind speed was about 5 ms-1. The
same conclusion, but with slightly lower wind is true for the Strømtangen lighthouse
(met.no station 17000) on the eastern side of the Oslo fjord. The temperatures were cold
during the entire period with temperatures between around –6 to –12 °C. The atmos-
pheric model is consistent with these observations. 

a) b)

c) d)
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Figure 3  Sea level pressure and wind arrows from the HIRLAM 8 km run made at met.no. Results
are from 00.00 on a) February 18 and b) 20 February. 

2.3 Wave conditions during Godafoss accident 

The wave conditions from the WAM 4 km model are presented in Figure 4. It is well
known that wave conditions are very sensitive to ice cover, which efficiently dampens
waves. This interaction mechanism is not described in the present wave model and areas
covered in ice are masked out in the model (zero wave height). The most intense wave
fields were simulated in the initial part of the accident, however, the highest waves were
on the western side of the outer Oslo fjord, and in the area of the accident the significant
wave heights were very low (i.e., zero wave height due to presence of ice). For the
remaining period, the wave conditions were calm following the weak wind velocities
over the area. Most likely the effect of the wave conditions on the oil spill was small in
the simulations presented here. However, it is possible that there were some wave-ice
interaction mechanisms at play that can be important for the movement of oil in ice
covered areas; however, these processes are not described in the met.no modelling
system, and it is difficult to judge the importance of these processes. 

Figure 4  Significant wave height and Stokes drift vectors from the WAM 4 km run made at
met.no. Results are from 00.00, on a) 18 February, and b) 20February. The contour line interval in
significant wave height is 0.1 m. 

a) b)

a) b)
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2.4 Current conditions at Godafoss accident 

The ocean current in this study is based on the operational ocean model at met.no (the
MI-POM, Meteorological Institute-Princeton Ocean Model; Engedahl, 1995) run at the
1.5 km resolution. The current situation the days following the accident are shown in
Figure 5. The model simulation does not show any clear ordered coastal current,
something that is often found in this area. The model fields are rather chaotic, thus since
met.no do not have observations or assimilation system to place ocean eddies correctly in
space and time we should place some cautions on the accuracy of the ocean current field,
at least at some distance from the coast. The current system close to the coast is less
chaotic and possible more reliable. 

Figure 5  Current vector vectors from the MIPOM 1.5 km run made at met.no. Results are from
00.00 on a) 18 February, and b) 20 February. 

3. Oil drift simulations for the Godafoss accident 

3.1 First 36 hours 

Several trial and error attempts showed that the model is quite sensitive to the initial
position of the oil spill (which is very close to the model boundary). It is likely that the
model does not describe all the fine details of the oil spill in the vicinity of a coast line,
and thus not the fine scale dynamical features of the oil spill. Accordingly we decided to
use three different starting points for the oil spill (see Figure 6a). 

The oil-drift simulation correctly describes an initial north-northwest movement of oil,
and the speed of the movements seems to be of the correct order (Figure 6a–d). The oil
gets very close to the coast of the western side of the outer Oslo fjord, but there is no
beaching of oil (as was observed). Although we do not get beaching of oil, the predic-
tions are very accurate in the first 36 hours following the accident (i.e., compare Figure 2
and Figure 6). The observations are much more scattered than the modelled particles:
this may be an indication that the horizontal diffusivities grounded in small scale eddies
may not be parametrised correctly in the model. A higher horizontal diffusivity may
produce more realistic results (this is consistent with the evaluation of the model for the
Full City accident). 

After 36 h the model predicts that oil moves out from the coast; however, it stays in a
position outside the coast for a few days. The oil moves toward the coast on Feb 22, and

a) b)
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beaches on the coast on Feb 23. According to observations, the oil stayed in the area for
a few days but all observations were made closer to the coast (helicopter surveillance did
not show any sign of oil more then say 15 km from the coast). 

Figure 6  The simulated oil spill from the met.no oil drift model OD3D. The oil super-particles are
shown as dots, the different colours represents different initial positions of the oil spill in the
model. The plots are from 18 February for a) 00:00, b) 06:00, c) 12:00, and d) 19 February at
18:00.

3.2 Beaching 

The model predicts major beaching of oil on Feb 23 (Figure 7): observations show some
beaching in the area where the model simulates beaching; however, there were no obser-
vations of a major beaching and the observed beaching came earlier. It should be noted
that there was ice along the coast and this may imply that there was more beaching but
that these were not observed. Another remark we make is that neither the ocean model
nor the oil drift model account for ice conditions. This represents a large uncertainty
when evaluating the simulations; the simulated beaching would probably not occur if ice
was included in the drift model so the trajectory dynamics can be correct, but the oil-drift
model does not include critical components on how oil and ice interacts. 

It is interesting to note that the beaching pattern is sensitive to the exact initial position of
the spill in the model. This indicates that we need to initialise the oil-drift model using a
certain spread of particles to capture the sensitivity of the simulation to the exact initial
positions of the oil super particles. 

a) b)

c) d)
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Figure 7  Oil drift simulation based on OD3D. Results are from Feb 23 at 12:00, and most
particles have beached. The different colours represent different release positions. 

4. Results and discussion 
This study evaluated the met.no oil drift modelling system for the Godafoss accident.
This accident happened in light wind conditions, and is thus somewhat different to
nearby accidents that happened in strong wind conditions (i.e., Stafjord A (Hackett et al.,
2008), Full City (Broström et al., 2011), and Golden Trader). We thus expect that the
dynamics underlying the oil drift will be different in the Godafoss case as compared to
these other accidents. The impact of the light wind is seen by the weak velocities of the
oil drift, and the rather lengthy observations of oil on the ocean surface. It is also notable
that the beaching of oil appears to be much smaller in the Godafoss than in the Full City
accident. Notably, a significant fraction of the released oil was recovered, and the spilled
amount was smaller. Another explanation is that the direction of the wind was out from
the coast at the accident site, but also by the weak wind speeds so that oil was not forced
toward the land but rather drifted with (slow) ocean currents. Interesting in this regard is
also that beaching occurred more “compactly” than observed after the Full City incident.
The oil remained in patches, possibly due to little wind and low temperatures. 

As in the evaluation of the Full City accident, we note that the model does not describe
beaching accurately in the vicinity of the accident site, and in areas where the oil
particles get close to the coast in areas where beaching occurred but where the model
does not predict any beaching. In both cases the accident sites were close to the coast
(less then a few hundred metres) in areas with complex geometry. 

Finally, one point of concern in this analysis is the quite thick ice in many parts of the
Oslo fjord during the accident. Ice is not included in the present model setup and this
unfortunately represents a major uncertainty in the present evaluation of the model
system. 



Oil drift modelling, the M/V Godafoss accident282
Acknowledgement 
This study has been supported by the Norwegian Research council through the project
OilWave 207541. 

References 
Broström, G., A. Carrasco, L.R. Hole, S. Dick, F. Janssen and coauthors (2011).

Usefulness of high resolution coastal models for operational oil spill forecast: the
“Full City” accident. Ocean Science 7, 1–16, doi:10.5194/os-7-1-2011. 

Engedahl, H. (1995). Implementation of the Princeton Ocean Model (POM/ECOM3D)
at the Norwegian Meteorological Institute. 5, Norwegian Meteorological Institute,
Oslo, Norway. 

Hackett, B., Ø. Breivik, and C. Wettre (2006). Forecasting the drift of objects and
substances in the ocean. In: E.P. Chassignet and J. Verron (Editors), Ocean Weather
Forecasting: An Integrated View of Oceanography. Springer, Dordrecht, The Nether-
lands, pp. 507–524. 

Hackett, B., G. Zodiatis, P. Daniel, and G. Broström (2008). Oil spill fate forecasting in
the MERSEA Integrated Project, Mercator newsletter, pp. 28–33. Ramstad, S., and
L.-G. Faksness 2011. Godafoss: Karakterisering av oljeprøver, naturlige prosesser og
mulige tiltaksalternativer, Trondheim. 

Reed, M., Ø. Johansen, P.J. Brandvik, P.S. Daling, A. Lewis and coauthors (1999). Oil
spill modelling towards the close of the 20th century: Overview of the state of the art.
Spill Science & Technology Bulletin 5, 3–16. 

Report, (2011). Oljeregnskap Godafoss 2011, oppdatert 14.10. Norwegian Coastal
Authorities. 

Walin, G., G. Broström, J. Nilsson, and O. Dahl (2004). Baroclinic boundary currents
with downstream decreasing buoyancy: A study of an idealised Nordic sea system.
Journal of Marine Research 62, 517–543. 



Coupled currents-oil spill modelling: MEDSLIK-II 
model implementation and validation

Abstract
The success in the management of an oil spill depends on several factors including the
ability to detect the spills and the capabilities to forecast the drift and transformations of
oil over time. Transport, dispersion and transformation processes can be simulated using
a Lagrangian oil spill model coupled with Eulerian circulation models. MEDSLIK-II
simulates the transport of the surface slick governed by the water currents and by the
wind. Forecasting of the Lagrangian trajectories relies on the accuracy of ocean currents.
The advent of operational oceanography and accurate operational models of the circu-
lation have made possible the knowledge of the ocean currents fields, which can be
provided by the analyses and forecasts available hourly or daily by a forecasting Ocean
General Circulation Model (OGCM), such as the Mediterranean ocean Forecasting
System, MFS. MEDSLIK-II includes a proper representation of high frequency currents
and wind fields in the advective components of the Lagrangian trajectory model, the
introduction of the Stokes drift velocity and the coupling with the remote-sensing data to
be used as initial conditions. Oil particles are also dispersed by turbulent fluctuation
components that are parametrised with a random walk scheme. In addition to advective
and diffusive displacements, the oil spill parcels’ characteristics change due to various
physical and chemical processes that transform the oil (evaporation, dispersion in water
column, spreading, emulsification, adhesion to coast). 

The model has been validated with data from surface drifters, and with satellite data in
different Mediterranean regions. Moreover, the MEDSLIK-II model has been validated
using in-situ data acquired during the PRIMI Project (PRogetto pilota Inquinamento
Marino da Idrocarburi) validation cruise on oil spill detection and fate. The PRIMI cruise
objective was to verify in-situ the oil slicks detected by satellite, presumably being the
result of illegal tank flushing, in order to acquire in-situ data for validation of the oil spill
model and the satellite detection system. During the cruise, several oil spills were
detected and verified in-situ. The MEDSLIK-II model proved crucial to finding the oil
slick within 12–24 hours of the satellite observation. The position of the detected oil
slick moved several tens of kilometres in few hours and the ship had to be moved toward
the predicted oil spill position in order to validate the detection and the forecast. The
PRIMI cruise results highlighted the maturity of the MEDSLIK-II model in its ability to
forecast the trajectory of oil slicks observed by satellite.

Keywords: Oil spill, Lagrangian model
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1. Introduction 
MEDSLIK-II has been designed to provide timely information on oil spill advection-
diffusion and weathering in the ocean. The model has the potential to become part of an
operational system providing detection of oil slicks and predictions of their movement
and transformation, in order to manage emergencies and assess pollution levels. 

Our work starts with the MEDSLIK model (Lardner and Zodiatis 1998; Lardner et al.,
2006; Zodiatis et al., 2005; 2008) and presents some novel characteristics of MEDSLIK-
II including an initialisation procedure by using remote sensing data and a proper repre-
sentation of high-frequency currents, wave-induced currents and wind field corrections
in the advective components of the particle trajectory equations.

This paper illustrates the advection diffusion processes, describes the transformation
processes, and presents the MEDSLIK-II validation using in-situ data.

2. Transport processes: advection and diffusion
Oil transport at sea is governed by advection of the hydrodynamic field and dispersion
generated by turbulence in the motion field. Oil concentration also varies according to
numerous physical and chemical transformation processes. The use of a numerical model
for hydrocarbon transport and diffusion at sea allows the evolution of the oil slick’s
position, as well as its concentration over time, to be predicted. MEDSLIK-II is a
Lagrangian model, which means that the oil slick is represented by a large number of
particles. Each single particle is transported by advection and turbulent dispersion. The
particle trajectory equation is as follows: 

(1)

where U(x,t), V(x,t) are the components of the current velocity and dx'(t) is the particle
displacement due to the turbulent flow component. Vertical velocity is taken to be so
little that it can be overlooked, as it is two orders of magnitude smaller than the
horizontal velocity components. 

The particles composing the oil slick move horizontally, transported by the horizontal
current field, which is generated by buoyancy, wind and waves. The first term of
equation (1) may therefore be rewritten thus: 

(2)

where  is the marine current velocity generated by buoyancy and non-local
winds,  is the velocity caused by local winds (Ekman current) and  is
the wave-induced particle velocity (Stokes drift velocity).

In the past, the marine current velocities used were those of geostrophic and climato-
logical currents. Oil slicks, however, are transported by marine surface currents (ageos-
trophic currents). It was therefore necessary in the past to add a wind correction,

dx t( )
U x t,( )
V x t,( )

0

dt dx' t( )+=

dx t( ) Uc x t,( ) Uw x t,( ) Us x t,( )+ +[ ]dt dx' t( )+=

Uc x t,( )
Uw x t,( ) Us x t,( )
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, to the geostrophic currents in order to be able to reconstruct the ageostrophic
Ekman current component correctly. The term  allows the parametrisation of
surface Ekman currents for wind intensity and angle of deviation with respect to the
wind direction. 

With the advent of operational oceanography (Pinardi and Coppini, 2010) (Coppini et
al., 2010) it has been possible to use advanced marine circulation models: ageostrophic
currents can be supplied directly by analyses and forecasts from the Ocean General
Circulation Model (OGCM). However, using the term  is still admissible in
order to take into account processes at the air-sea interface that the Eulerian hydrody-
namic model used does not resolve.

Oil slicks on the sea surface also move because of wave motion: the velocity generated
by wave motion is called Stokes drift velocity, . This velocity has to be added to
the current velocity produced by a Eulerian hydrodynamic model, unless the model is
directly coupled with a wave model. Stokes drift velocity has been introduced into
MEDSLIK-II using an analytical formula in which the Stokes drift velocity is expressed
according to the wave spectrum. The JONSWAP (Joint North Sea Wave Project,
Hasselmann et al., 1973) spectrum parametrisation was used, in which the spectrum is
expressed according to the wind intensity and fetch. It has been assumed that the
direction of wave propagation is the same as the wind direction. 

The transport processes due to turbulent dispersion, the last term in equation (1), are
represented by a random-walk model:

(3)

Where n is a random real number that can have any value between 0 and 1, and Kh and
Kv are the horizontal and vertical diffusivity components.

3. Transformation processes 
As well as sea-surface transport processes, physical and chemical processes also modify
oil slicks by transforming the hydrocarbons. MEDSLIK-II allows the processes of
spreading, evaporation, dispersion, emulsification and coastal absorption to be
simulated. 

Because of transformation processes, every particle composing the oil slick modifies
some of its properties – for example, its volume. 

When the oil first enters the sea, the slick spreads on the sea surface because of gravita-
tional forces. As it is transported, lighter oil components disappear through evaporation
and heavier ones emulsify with the water or are dispersed in the water column.
MEDSLIK-II is also able to take into account absorption of oil by the coast should the
slick reach it. 

Uw x t,( )
Uw x t,( )

Uw x t,( )

Us x t,( )

dx' t( ) 2n 1–[ ] 6Khdt=

dy' t( ) 2n 1–[ ] 6Khdt=
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4. MEDSLIK-II model implementation

4.1 Initialisation from remote sensing data

The oil spill data required to define the oil spill initial conditions are: location, time, oil
type, the area covered by the slick, the thickness of the slick, and the age of the oil spill
from initial release into the sea. Most of this information can be provided from satellite
images, especially the area covered by the slick. 

MEDSLIK-II randomly inserts N particles within a slick polygonal area that can be
constructed from Synthetic Aperture Radar (SAR) or optical images. An example of the
initialisation using the real slick shape observed by satellite is given later.

A novel feature of MEDSLIK-II is its ability to initialise the oil properties (oil viscosity,
initial oil volume, initial fraction of water mousse). In order to calculate these variables
the age of the slick has to be hypothesised. Initialisation proceeds in two stages: first a
simulation with weathering processes only is performed for a time period equal to the
slick age, taking into account the wind and SST in the area where the spill is observed,
but leaving the particles in the same positions. This will give the initial values, which can
be used for forward integration of the model.

4.2 Meteorological and oceanographic forcings

The level of precision found when forecasting oil transport and transformation depends
on the accuracy of the marine currents and the wind field. MEDSLIK-II requires the
wind field, surface temperature and three-dimensional current field as input. The wind
field, i.e., the components of wind velocity at 10 m above the sea surface, is supplied by
a Eulerian general atmospheric circulation model, whilst currents and temperature are
supplied by a Eulerian marine oceanic circulation model. MEDSLIK-II can use daily and
hourly fields produced by the Mediterranean Forecasting System (MFS: gnoo.bo.ingv.it/
mfs) (Pinardi et al., 2003), which has a horizontal resolution of 1/16°, or regional models
with a higher spatial resolution. The fields of three oceanographic models can currently
be used by MEDSLIK-II: the Adriatic Forecasting System (AFS: gnoo.bo.ingv.it/afs)
(Oddo et al., 2006); the Sicily Channel Regional Model (SCRM) (Gaberšek et al., 2007);
the Tyrrhenian Sea Model (Vetrano et al., 2010). These models are nested in the
Mediterranean model and achieve a horizontal resolution up to 2 km. 

MEDSLIK-II can also use current fields produced by a relocatable model, IRENOM
(Interactive Relocatable Nested Ocean Model), which is nested within MFS and
produces high-resolution (up to 1 km) currents. This model can be used in emergencies
(e.g. accidents where there is a particular risk of a large oil spill), when it is necessary to
have current fields with high horizontal resolutions in a given area of the Mediterranean. 

The wind forcing used by MEDSLIK-II, which is produced by the ECMWF (European
Centre for Medium-Range Weather Forecasts), consists of wind fields every six hours
with a horizontal resolution of 0.5° or 0.25°.

5. MEDSLIK-II model validation
In this work the MEDSLIK-II model has been validated using data acquired in 2009
during an oceanographic survey organised in the Mediterranean Sea (Sicily area) in the
framework of the PRIMI project (Santoleri et al., 2010). The cruise was organised to
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visit oil slicks detected by the SAR and optical satellite observations and whose
displacement was predicted by the MEDSLIK-II model, coupled with the oceanographic
operational models available in the Mediterranean Sea. The cruise was planned in order
to have the ship within selected satellite image frames at acquisition time, so as to
maximise the number of monitorable oil spills. The satellite images were processed in
order to give detailed slick information, such as the oil slick contour coordinates on
board, and if available, the oil slick contours were used as input to the oil spill model
simulation. 

Figure 1  The oil spills labelled “slick1” and “slick2” correspond to slicks observed in the
COSMOSKYMED image on 8 August 2009. The red arrows represent the sample collection
positions on 8 August at 9:30. The wider two slicks are the predicted positions by MEDSLIK 29
hours after the satellite detection using the MFS currents (top) and using the Tyrrhenian Sea Model
currents (bottom).

Two of the four slicks found near the position predicted by the MEDSLIK-II model will
be presented in this section. 

The first one was observed on 7 August 2009 at 10.00 UTC by the COSMOSKYMED
satellite and was found in-situ 29 hours later. The predicted position of the slick was 8
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km from the in-situ observation using the hourly surface currents produced by MFS.
(Figure 1, top). When higher resolution Tyrrhenian Sea Model hourly fields are used, the
slick trajectory is better reconstructed: the predicted position was 6 km from the
observed slick position (Figure 1, bottom). 

In the second case a slick was observed in-situ 6 hours after the satellite observation
(ENVISAT acquisition on 18 August 2009 at 09.35). The distance between the sample
collection position and the predicted slick centre is approximately 1 km. In this case due
to the short period of the simulation the results were more accurate, although, as in the
previous case, the comparison of model simulation results with in-situ observations
shows that the simulated oil spill moved slower than the real slick. 

Figure 2  Predicted position after 6 hours (18.08.09 15:00 UTC) using the MFS surface currents.
The red arrows represent the position of the collected samples. 

6. Final remarks
In conclusion we have shown that the MEDSLIK-II model coupled with operational
forecast as basic current fields for the transport process show skill in reproducing slick
transport. We found that an hourly time frequency and an open ocean horizontal
resolution of a few km is necessary to recover slick trajectories for 12–24 hours from the
satellite observation. After this time, numerical errors due to the simple Euler forward
numerical scheme used grow too fast, and re-initialisation of the solution should be
required. 

The MEDSLIK-II model proved crucial to finding the oil slick, because the position of
the detected oil slick moved several tens of kilometres over a few hours and the ship had
to be moved toward the predicted oil spill position in order to validate the detection and
the forecast.
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Abstract
The MyOcean marine core service, implementing the GMES objectives, is composed of
several regional forecasting centres including the Mediterranean, Black Sea and Baltic
Sea. These centres provide the Member States national marine services, intermediate
users, and end-users, with forecasting products for sea currents, temperature, salinity and
sea level. The MyOcean regional products in the Mediterranean are used by the
CYCOFOS upgraded hydro-dynamical modules for hierarchically high resolution
downscaled forecasts in the Levantine and its sub-basins. The MyOcean regional and
CYCOFOS downscaled forecasting products are used for downstream services, leading
to the establishment of a Decision Support System for marine safety in the European
seas. The CYCOFOS DESS downstream service provides: a) short, 24-hour forward and
backward predictions of oil spills primarily in the Mediterranean, and secondary predic-
tions upon request in the Black Sea and the Baltic Sea, using ASAR satellite images
from ESA and EMSA-CSN and b) support to search and rescue centres for floating
object predictions. The CYCOFOS DESS will contribute to the establishment of the
Mediterranean Decision Support System for marine safety, in the framework of the
relevant MED programme, using the MyOcean regional and downscaled products.

Keywords: ocean forecasting, flow models, oil spill models, marine safety.

1. Introduction 
The general aim of the ocean component of GMES is to produce regular and systematic
information on the state of the oceans, at global and European regional level, providing
products for observational and model data, both available in near real time. The
MyOcean project, under the GMES fast track services, is targeting the provision of core
marine services (MCS) based upon common ocean state variables, from in-situ and
satellite remote sensing observations and numerical models that are required to assist and
to meet the needs of the response agencies. These needs are driven by the EU Directives,
regional and international conventions and treaties related to the environment and civil
protection, marine safety, policy making, assessment and implementation. In particular,
MyOcean aims to provide products to assist services within key areas, such as Marine
and Coastal Environment, Marine Safety, Marine Resources, Marine climate and
seasonal forecasting. 

The risk from oil spill pollution in the European seas, particularly in the Southern ones,
such as the Mediterranean and the Black Sea, is high due, to the heavy traffic of
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merchant vessels for transporting oil and gas, and the coastal and offshore installations
related to the oil and gas industry. The response agencies for major oil pollution
incidents at local, regional (REMPEC and BSS, HELCOM) and European (EMSA)
levels, require operational reliable information on the movement and the evolution of the
spilled oil. Moreover, the coastal Member States need to implement the EU directive
2005/35, regarding the identification of the responsible ships for illegal pollution. The
operational ocean forecasts in oil spill and floating objects response have been proven to
assist the response agencies in reducing the impact on the marine environment that may
arise from such pollution incidents at sea. The initial response in oil spill incidents is to
predict operationally where the slick will drift, where and when it will arrive, which
resources will be threatened and how it looks at a give time interval. Such downstream
predictions need validated high-resolution downscaled ocean forcing data, in addition to
the meteorological one. 

MyOcean regional products have been used operationally in CYCOFOS since January
2009, for initial and lateral forcing for its downscaled applications, for on-line validation
purposes, for improving the CYCOFOS waves forecasts and for oil spill predictions.
CYCOFOS consists of downscaled and downstream forecasting systems and has been
operational since early 2002 (Zodiatis et al., 2002; 2003a; 2010). CYCOFOS is
improved, validated and consolidated periodically (Zodiatis, et al., 2003b; 2008),
following the developments in EU projects relevant to operational ocean forecasting,
such as MFSTEP, ECOOP, MERSEA. The CYCOFOS downscaled and downstream
products are accessible on-line at www.oceanography.ucy.ac.cy/cycofos.

The MyOcean CYCOFOS downscaled products provide predictions to the local,
regional and the EU response agencies, such as REMPEC and EMSA, on the movement
and the weathering of the oil spills, as well daily downscaled ocean forecast to sub-
regional search and rescue centres operating in the Levantine Basin. 

This paper aims to describe the upgraded CYCOFOS downscaled and downstream
forecasting systems and to demonstrate the use of the MyOcean and CYCOFOS
downscaled products in marine safety, supporting the relevant response and decision
agencies.

2. CYCOFOS downscaled modules 

2.1 Hydro-dynamical models

The CYCOFOS upgraded hydro-dynamical forecasting modules consist of three
modelling systems with different resolutions, open boundaries and domains covering the
Levantine Basin, the NE Levantine and the SE coastal zone of Cyprus. Two of the
downscaled modules run independently of each other, with different MyOcean and
surface forcing. This set-up is necessary in order to additionally provide a backup of the
operational predictions, in case one of the two fail. The CYCOFOS hydro-dynamical
forecasts are carried out operationally by CYCOM – the Cyprus Coastal Ocean Model
(Zodiatis et al., 2003b; 2008). CYCOM is a modified version of the Princeton Ocean
Model (POM) and since 2009 is initialised from MyOcean regional or sub-regional
ocean forecasts and with higher resolution atmospheric surface fluxes.
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For the CYCOFOS Levantine Basin hydro-dynamical model, the MyOcean regional
daily averaged products have been used operationally for the initial and boundary condi-
tions, along with the daily averaged ECMWF surface fluxes. This mode of operation
allows 10-day, daily averaged forecasts to be completed daily with a grid resolution of 1
nm and 25 vertical sigma layers. 

For the CYCOFOS NE Levantine the model is downscaled to 1 km, also with 25 vertical
sigma layers. This hierarchically downscaled model uses the forecasting products from
the sub-regional ALERMO model for initialisation, and for its two open boundaries,
which is in turn nested within the MyOcean regional products. This mode of operation
allows a 4 and a half day, 6 hour averaged forecast to be repeated daily. Initialisation is
once a week, and a spin up of three days takes place with previous initial and boundary
fields, along with the high frequency 5 km resolution SKIRON (Kallos and SKIRON
group, 1998) surface forcing. This has been shown to increase the small scale hydrody-
namic features, without significantly increasing the bias in the model relative to observa-
tions (Zodiatis et al., 2008). 

A Variational Initialisation and FOrcing Platform-VIFOP (Auclair et al, 2000a; 2000b)
has been implemented in order to downscale more accurately the initial and lateral fields
to the CYCOM 1 km resolution grid domain. In particular, spurious gravity waves due to
interaction of the interpolated flow field and the high resolution land mask are
minimised. For the SE coastal zone of Cyprus, the model is downscaled to 500 m, with
16 vertical sigma layers. This hierarchically downscaled model uses the CYCOFOS
1 km model for initialisation and for its two open boundaries, which is in turn nested
within the ALERMO sub-regional, and which is in turn nested within the MyOcean
regional products. This mode of operation allows a 4 day, 6 hourly averaged forecasts to
be repeated daily, using the SKIRON high-frequency surface forcing. 

The MyOcean regional products, used for initialisation of the CYCOFOS hydro-
dynamical models, include the assimilation of in-situ observations, satellite sea level
anomalies and the correction of the heat fluxes using satellite SST. The latter data are
used for on-line validation of the CYCOFOS downscaled forecasts, in addition to the
periodical off-line validation with in-situ observations (Zodiatis et al., 2008). 

2.2 Wave models

The CYCOFOS wave module has been upgraded in order to provide higher resolution
sea surface wave predictions at basin, sub-basin and coastal scales, minimising, at the
same time, the necessary computational cost (Galanis et al., 2011). The latest parallel
version of the wave model WAM (ECMWF version, cycle 33R1), which employs new
parametrisation of shallow water effects, has been adopted in CYCOFOS since January
2009. The new CYCOFOS WAM model includes a novel advection scheme extended to
account for the corner points of the grid boxes based on the Corner Transport Upstream
scheme leading to a more uniform propagation of wave spectra in all directions (Bidlot
and Janssen, 2003), new procedures for the estimation of the maximum expected wave
height by means of the probability distribution of sea surface elevation, increased
horizontal resolution of the SKIRON wind input at 0.05×0.05 degrees, and wave-current
interaction. For the latter improvement, the sea surface currents from the MyOcean
regional products in the Mediterranean have been incorporated in the wave integration,
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providing a second independent forcing input for the wave model in addition to the wind
speed and direction. 

Figure 1  The MyOcean CYCOFOS downscaled hydro-dynamical models: example of the flow
and sea temperature in the Levantine, NE Levantine and SE coastal zone of Cyprus on the 26
January 2012. 

The resolution of the CYCOFOS new wave model has been increased, to 10 km, 5 km
and 2.5 km, respectively for the Mediterranean, Levantine Basin and NE Levantine. The
CYCOFOS wave models are nested hierarchically, where the NE Levantine wave model
is nested within the Levantine Basin wave model, which is in turn nested within the
Mediterranean one. This mode of operation allows a 4 day forecast to be repeated daily,
providing 3-hourly predictions for the significant wave height and direction, maximum
expected wave height, swell height and direction, wind driven wave height and direction,
mean and peak wave period, mean swell and wind driven period, mean directional
spread and wind speed and direction at sea level. The CYCOFOS new wave forecast in
the Levantine is validated periodically with in-situ wave measurements (Galanis et al.,
2011) and with other MOON wave forecasts of lower resolution. 
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Figure 2  The CYCOFOS new wave forecasts in the Mediterranean (from regional, sub-regional,
coastal) and the Black Sea, examples of the significant wave height and direction on the 14 March
2011 at 12:00 GMT.

3. CYCOFOS downstream DESS

3.1 Satellite monitoring for oil spills

In CYCOFOS, ASAR (Advanced Synthetic Aperture Radar) satellite data is received
regularly from ESA ENVISAT and processed in house for possible oil slick detection in
the Levantine Basin. These satellite data together with ASAR images from the EMSA-
CSN portal are used operationally as input-source information in MEDSLIK and
AutoMedTrack oil spill models for short forward and backward predictions. From 2007
until 2011 more than one thousand possible small or extended oil spills were detected in
the Levantine, mostly at open sea areas. 

ASAR is proven a useful tool for ocean oil spill detection due to its wide coverage,
independence of day and night, and all-weather capability. The instrument is located on
board the ESA ENVISAT satellite. The detection of oil spills by radar systems is based
on the dampening effect oil has on surface waves. An oil slick at sea “smooths” the water
surface and thus reduces the radar backscatter to the sensor. This creates a darker
signature in the image which, after automatic processing, experienced analysts can then
interpret as a possible oil slick. A condition for detecting mineral oil spills on the sea
surface is that the wind is strong enough for the generation of waves of a minimum size
(wavelengths in the centimetre to decimetre range). In addition there is also a maximum
wind speed above which oil films become invisible to radar, since the dampening effect
disappears against the wind-generated waves. CYCOFOS, in addition, is using the
medium-resolution (250–500 m) MODIS satellite data for daily monitoring of possible
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oil slicks in the Levantine, because of their unprecedented synoptic and repetitive
coverage with a relative high spatial resolution. 
 

Figure 3  Left: ESA ASAR ENVISAT image on 30 May 2011 at 07:56 GMT showing the
detection, after CYCOFOS processing, of several possible oil slicks in the most eastern part of the
NE Levantine. Right: NASA MODIS AQUA image on 30 May 2011 at 10:40 GMT showing the
detection, after CYCOFOS processing, of two oil spills, which are the same slicks as detected 3
hours later in the ASAR image. The detection of these oil spills from two different satellite
observing platforms, confirms that the oil spills are indeed real ones.

3.2 Oil spill predictions

The well-established MEDSLIK oil spill and floating objects system (Lardner et al.,
2006; Zodiatis et al., 2007) has been adapted to operationally use the MyOcean regional
products in the Mediterranean and pre-operationally in the Black Sea, as well recently in
the Baltic Sea, in order to support the response agencies for marine safety. MEDSLIK
needs the currents, the sea surface temperature, the waves and the winds to proceed with
the oil spills prediction. The MyOcean CYCOFOS downscaled products in the Levantine
Basin and the NE Levantine are also used by AutoMedTrack, which constitutes an
automatic version of MEDSLIK without any operator intervention, along with ASAR
satellite data for short forward and backwards predictions. These predictions can be
superimposed on the AIS traffic information to assist the response agencies in identi-
fying the ship responsible for the detected oil slicks, contributing in this way to the
implementation of EU Directive 2005/35. 

For the wind forcing, MEDSLIK uses the SKIRON high frequency wind field that
covers the Mediterranean and the Black Sea, as well as the ECMWF data, in a similar
way as in the CYCOFOS downscaled modules. MEDSLIK also uses the CYCOFOS
waves forecasts to count the Stoke’s drift on the oil spill movement. The short forward
and backward predictions of the oil spills drift in the Mediterranean are provided for
viewing on-line on a dedicated CYCOFOS web page, together with the satellite images
showing the detected possible oil slicks. The MyOcean regional products are
downloaded for CYCOFOS downscaled and downstream applications via FTP and
OpenDap, which are proven to be the most efficient way to access the MyOcean regional
forecasts. The same method is used to access the SKIRON forecasts.
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Figure 4  Left: ASAR ENVISAT image on 19 May 2011 at 07:59 GMT showing the detection by
CYCOFOS of four possible oil slicks in the Levantine Basin. Right: The MEDSLIK 24-hour
forward and backward predictions of the detected oil spills, using the ASAR images and the
MyOcean CYCOFOS downscaled products along with SKIRON winds. 

Figure 5  Top left: ASAR ENVISAT image on 11 January 2009 showing the detection by EMSA-
CSN of two possible oil slicks in the western Black Sea. Bottom left and right: The MEDSLIK 24-
hour forward and backward predictions of the detected oil spills, using the EMSA-CSN ASAR
images and the MyOcean Black Sea regional products along with SKIRON winds. 
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3.3 Floating object predictions

MEDSLIK is used also by search and rescue centres in the region for operational
prediction of the trajectory of various floating objects. To demonstrate the importance of
using multiple virtual drifters in the predictions of floating objects, as well for inter-
comparison purposes, seven virtual drifters were used simultaneously within a given
radius of 5 km in MEDSLIK, along the physical trajectory of an Argo SVP type drifter,
which was deployed from February to April 2008 in the NE Levantine. For the predic-
tions, 24 hours ahead, of the trajectories of the virtual drifters, the CYCOFOS 6 hourly
forecasts, which are nested in the MyOcean regional products, were used along with the
high frequency SKIRON winds. The inter-comparison experiment showed that the
prediction of all the virtual drifters in MEDSLIK were in most cases in good agreement
with the in-situ drifter trajectory (Figure 6). However, in areas of high spatial current
variability, only a limited number of the seven released virtual drifters were able to
follow the actual in-situ drifter trajectory, while the rest of the virtual drifters were
diverted due to the high resolution current’s variability. 

Figure 6  The inter-comparison of MEDSLIK multiple virtual drifters along the trajectory of an
Argo SVP type drifter in the NE Levantine, from February to April 2008. For this application
MEDSLIK used the CYCOFOS downscaled products from MyOcean and SKIRON winds. 

4. Conclusion
The near real time provision of the MyOcean regional products in the Mediterranean
made possible the upgrade of the CYCOFOS downscaled forecasting systems in the
Levantine and its sub-region. This led to the establishment of an operational downstream
service, a Decision Support System, for marine safety using the MEDSLIK and
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AutoMedTrack oil spill and floating objects systems, and ASAR satellite data from ESA
and EMSA-CSN. Moreover, the use of MyOcean products allowed the adaptation of
MEDSLIK in the Black and the Baltic Sea too. The successful CYCOFOS/MEDSLIK
implementation using MyOcean products in establishing the CYCOFOS-DESS, has
initiate the regional efforts targeting the establishment of the Mediterranean Decision
Support System for the Marine Safety (MEDESS4MS), jointly with operational partners
and response agencies in the region, in the framework of a Mediterranean call addressing
the marine safety.
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Using surface drifters to validate an operational oil 
drift system in the Barents Sea

Abstract
A number of Isphere surface drifters were dropped during a campaign off the coast of
Lofoten/Vesterålen in April 2010. The drifters are designed to behave like an oil spill.
Some of the drifters survived in the sea for several months and the trajectory data have
been used for comparison with the met.no oil drift model with a 4 km horizontal
resolution in the ocean forcing fields. The model was restarted every 24 hours at the
position of the drifter. The results show the transport distance made by the drifter in 24
hours is well predicted by the model (r=0.84), whereas the modelled oil slick trajectories
have a tendency to turn 10–20° to the right compared to the observed trajectories. It is
believed that improvements in the representation of the Coriolis-Stokes force and better
horizontal resolution to resolve eddies will result in more reliable predictions of oil spill
trajectories in the future.

Keywords: Surface drifters, oil spill, model trajectories, Barents Sea.

1. Introduction 
In order to provide accurate oil spill forecasts, information about atmospheric conditions,
waves and ocean dynamics is required. Several European operational oceanography and
data assimilation systems have been implemented during the last few years. All these
systems use different operational capacities, data streams and expertise (Daniel et al.,
2005). At the Norwegian Meteorological Institute (met.no), the operational Princeton
Ocean Model with a 4 km resolution has for several years been the main operational
model, with model runs performed twice daily. The atmospheric model used to force the
oil drift model is the Hirlam 8 km (run 4 times daily) while the wave model applied is the
wave model project code (WAM 4 km), run 4 times daily. The Lagrangian oil drift
system, Oil Drift 3 Dimensional model (OD3D), provides a forecast for a large ensemble
of oil particles based on forcing from the above mentioned models. OD3D can be
operated through a simple and user friendly web interface. These models will be
described in more detail.

Satellite-tracked surface drifters provide useful information on the surface circulation
and related water property transports in deep ocean regions (Riser and Rossby, 1983;
Fratantoni, 2001; Reverdin et al., 2003; Zhurbas and Oh, 2003) and within marginal seas
and on continental shelves. Here we present a simple comparison of observed trajectories
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from semi-submerged surface drifters and oil drift simulation. The drifter experiment
was carried out off the coast of Northern Norway in April–July 2010.

The data presented here were obtained as part of the BioWave project (Surface wave
effects in the upper ocean and consequences for biological modelling) which is a collab-
oration between met.no and the Norwegian Institute of Marine Research (IMR)
sponsored by the Research Council of Norway. The project was initiated to improve the
mixed-layer dynamics of the numerical circulation models as applied to the physical
forcing in ecosystem models and trajectory models such an OD3D. Wave-induced fluxes
of momentum and energy give a more realistic description of the ocean currents and
turbulent mixing in the upper layer of the ocean. 

BarentsWatch is a Norwegian governmental programme established in order to provide a
comprehensive environmental monitoring and warning system in the high north. One
sub-project carried out by met.no has resulted in a largely extended domain for the
operational oil drift service (Figure 1).

Figure 1  The extended domain of the met.no oil drift system. The small rectangle represent the
old domain, while the large rectangle represent the new domain established during BarentsWatch.

2. Oil drift modelling
The HIRLAM 8 km atmospheric model is a hydrostatic grid-point model in which the
dynamic core is based on a semi-implicit semi-Lagrangian discretisation of the basic
dynamic equations (www.hirlam.org). 

The wave model is based on the wave model project code (WAM) which describes the
energy in different wave components (Komen et al., 1994; Phillips, 1977; Cavalieri,
2007): WAM belongs to the third generation wave models and accounts for the non-
linear interaction between the wave components. The Stokes drift is calculated from an
integration over the wave spectrum, the contribution from high frequency waves that are



Using surface drifters to validate an operational oil drift system in the Barents Sea302
not resolved by the model is calculated using a self-similar spectral shape of this part of
the spectrum (Komen et al., 1994; Phillips, 1977; Broström et al., 2009).

The Princeton Ocean Model (POM) (Blumberg and Mellor, 1987) has been modified for
operational use at met.no (Engedahl, 1995). The local model version MI-POM (Meteor-
ological Institute Princeton Ocean Model) numerically solves the three-dimensional
primitive equations in sigma coordinates (terrain-following coordinates) to describe the
ocean dynamics. The model uses a 2.5-order turbulent mixing model (Melsom, 1996;
Mellor and Yamada, 1982). The heat flux formulations have been adjusted for local
conditions (Røed and Debernard, 2004); the model also includes a simple nudging
scheme to assimilate satellite SST products. Tides are included by the eight harmonic
components taken from a barotropic tidal model. 

The oil drift model at met.no is based on OD3D which was developed in collaboration
with SINTEF (Broström et al., 2011, Martinsen et al., 1994; Wettre et al., 2001). OD3D
is based on super-particles that represent the main characteristics of the oil. The particle
drift is forced by wind, waves (including the Stokes drift), oceanic currents and stratifi-
cation. The oil chemistry depends mainly on temperature, wind speed and significant
wave height. The default model time step is 15 minutes and thus the numerical advection
of particles, especially in areas with complex topography, is not very accurate.
Furthermore, in the present operational setting, the model does not allow for oil particles
to be inside the one half grid-point closest to the coast, for numerical reasons.

The OD3D model predicts the drift of oil particles, how they disperse in time and how
much oil has been evaporated, submerged and beached. This study has focused on the
advection and used a heavy oil type. In the “standard” operational set up, OD3D uses
forcing data from the Nordic 4 km ocean model. However, it is expected that an ocean
model with 4 km resolution will not perform well in the vicinity of rugged sections of the
coastline or/and in archipelago areas. Therefore we have chosen to compare with a
surface drifter which was at some distance from the shore. The oil drift model can be
driven using various atmospheric, wave, and ocean models in a non-operational mode
and in this study we will compare the performance using the Nordic 4 km model. Note
that OD3D only accepts fields in geographic grids, i.e., in standard longitude-latitude
grids. Thus, in order to generate inputs to OD3D all forcing fields must be interpolated to
the same latitude-longitude domain.

The Isphere drifters (metocean.com) are robust, bi-directional buoys with a lifetime after
deployment of 6–12 months. The drifters are tracked by the Global Positioning System
(GPS) and the Iridium system transmits data with a transmission interval of 30 minutes.
For this study, GPS positioning was most relevant, but SST was also reported. Tracking
buoys are advected by the Lagrangian current that includes the wave-induced Stokes
drift. The order of magnitude of the Stokes drift can be of the same as the Eulerian
current judging from recently collected data in the Lofoten/Vesterålen area (Röhrs et al.,
2011). 

3. Results
A scientific cruise was carried out in the Lofoten/Vesterålen area in 8–13 April on the
Research Vessel Johan Hjort. Ten Isphere drifters were deployed during the cruise, but
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several of them stranded after a few days (Figure 2). Although the Isphere drifters are
considered expendable, most drifters were retrieved within 6 months of the study since
they were labelled and were found by the public along the coast of Northern Norway.
Two drifters terminated in Russia and have not been retrieved.

Figure 2  Trajectories of drifters launched during the BioWave cruise in April 2010. The plot
includes data from August 2010.

The model experiment was carried out by a script that restarted OD3D at the position of
the drifters at midnight every day for about 2 months after deployment (Figure 3). 500
particles were seeded between 0000 and 0030 UTC and the drifter location was
compared with the location of the mass centre of the model particles. Since a 4 km ocean
model was applied, we avoided near shore trajectories, as the complex coastal topog-
raphy is not resolved here. The trajectories reported are from drifters advected by the
North Atlantic current which is very near to the shore of Lofoten. Drifters in the current
moved as fast as 80 km per day. 

Figure 3  Example of observed drifter trajectory (thin line) and OD3D simulations (thick lines).
Red dots indicate starting points of the simulations every 24 hours.
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Figure 4  Scatter plot of observed and simulated 30-minute average drifter speed. The modelled
speed is the speed of the mass centre of 500 particles.

Figure 5  Time series of observed and simulated 30-minute average speed.

A scatter plot of 30-minute velocities from model and drifters indicate no corre-
spondence between observed and modelled speeds (Figure 4). However, from the time
series it appears that the drifter speeds displays a strong tidal signal which is not resolved
by the model, since the model speed here is an average of 500 particles drifting in
different directions (Figure 5). To average out this semi-diurnal signal, a new
comparison was made for 24-hr average speeds (Figure 6). The same data (from drifter
#9) are presented as a scatter plot in Figure 7 with a correlation of 0.84. A new model
experiment was carried out where wind and Stokes drift was switched off in the model
(Figure 8). An overall reduction in model speed of 11% was observed. The reason for the
zero speed observed in July is that all model particles are stranded. Since the drifters
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were advected by the Atlantic current, the Eulerian current seemed to be more important
than the Stokes drift in this case. The Coriolis-Stokes effect can still be important for the
drift direction of the spill and in some cases determine whether the oil strands or not. 

In all experiments the modelled 24-hr trajectory was typically 10–20° to the right of the
observed trajectory. We attribute this to the fact that the Coriolis-Stokes effect is not well
represented in the present MIPOM model system (Röhrs et al., 2011). In BIOWAVE,
wave-induced fluxes will be implemented in the ocean circulation model using the
theoretical framework of Broström et al. (2008). The operational wave prediction model
at met.no will produce the necessary forcing fields for the ocean circulation model, and
hence the wave model will act as a link between the atmosphere and ocean models. The
ocean circulation model will subsequently deliver improved physical forcing fields for
the operational ecosystem models used by IMR and met.no. From 2012, the operational
ocean model at met.no will be a version of the Regional Ocean Model System (ROMS)
community model (myroms.org), with 800 m horizontal resolution along the entire coast

Figure 6  Time series of observed and simulated 
24-hr average speed.

Figure 7  Scatter plot of observed and
simulated 24-hr average speed

Figure 8  Time series of observed and simulated
24-hr average speed including a case with wind
and Stokes drift turned off in the model.

Figure 9  Observed and simulated 10-day
trajectories. The modelled speed is the speed
of the mass centre of 500 particles.
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of Norway. Thus we expect that eddies can be resolved better and that coastal scenarios
can be more realistically represented in the model. 

However, both observed drifter trajectories and simulations indicate very high north-
wards drift speeds since the Atlantic current is close to the coast in the region of interest.
Figure 9 shows a 10-day oil drift simulation compared with two of the observed drifter
trajectories. Lofoten/Vesterålen is under consideration for oil exploration, and our the
results suggest that a oil spill in this region will be advected to North Cape within 10
days, probably with stranding along the route, with major environmental consequences.
In the neat future, new simulations with the 800 metre ocean model (with improved
Coriolis-Stokes representation) will be carried out, hopefully resulting in even more
realistic scenarios. 
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An integrated operational system for the Coast Guard 
management of oil spill emergencies in the Strait of 

Bonifacio

Abstract
An innovative operational forecasting system of marine circulation has been imple-
mented in support of the local Coast Guard in the Bonifacio Strait for the management of
maritime operations during oil spill emergencies. The area has an extraordinary environ-
mental value but also extreme meteorological conditions due to a particular orography.
Since it has a maritime status of International Strait, it is crossed every year by about
3500 oil, gas and chemical tankers. In case of accident, quick action is essential to avoid
or mitigate an environmental and economic impact. The system described here can facil-
itate the planning and coordination of operations of the local authorities through the
forecast of the oil slick displacement, due to wind and surface marine currents, and of the
physical-chemical processes determining the fate of the oil at sea. A chain of nested
operational models, from the basin to the coastal scale, is the core of the system. A
Lagrangian module, coupled with the coastal hydrodynamic/wave model and embedding
the weathering equations for the physical-chemical transformation of the oil, provides
the estimates for its particles fate. Furthermore, oil spill scenarios, risk maps and a user-
friendly Graphical User Interface help the Coast Guard develop a quick plan of action.
The system was qualitatively validated in January 2011 when a heavy oil spill occurred
in a harbour in north Sardinia, then moved along the coast for 10 days.

Keywords: oil spill, Bonifacio Strait, integrated system, forecasting, numerical
modelling.

1. Introduction
The Strait of Bonifacio, located at the centre of the western Mediterranean Sea, separates
Corsica from Sardinia and is limited to 7.5 km at its narrowest point (eastern opening) by
the presence of tens of islands of different size and reefs, the most of them part of the La
Maddalena Archipelago. Morphologically the coast is jagged and consists of frequent
rias, cliffs and beaches of limited size that mainly develop in the lee of the prevailing
winds from the W-NW (Astraldi et al., 1980; Figure 1).
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Figure 1  The area of the Strait of Bonifacio with the SADCP transects realised during the cruise
Sicily09 shown in red.

In the Strait of Bonifacio, large-scale evolving weather patterns occur, often associated
with the topography of Corsica and Sardinia that often generate unexpected and unpre-
dictable weather. The strong northwestern Mistral and eastern winds, due to the Venturi
effect, are of increased speed when they funnel through the Strait, and greatly influence
the sea conditions particularly during the transit of vessels (Astraldi et al., 1980; Astraldi
et al., 1983).

The Strait of Bonifacio has natural features of great significance and uniqueness. Despite
its environmental importance, the maritime traffic is significant and mainly represented
by merchant ships that transit the Strait along the route between Gibraltar and Spain to
the Italian peninsula, and between Sardinia and Corsica with passenger ships (about 10
daily routes between Corsica and Sardinia). All this traffic intensifies during the
summer, to include about 5000 leisure boats.

Actually it is not possible to prevent the passage of merchant ships through the Strait as
the maritime traffic is regulated by the Montego Bay Convention (UNCLOS, 1982) that
establishes the legal freedom of transit and innocent passage of all ships. But interna-
tional regulations permit at least control of the characteristics of some vessels in transit,
reducing the risk of spill of pollutants: the MARPOL 73/78 from IMO, amended in 1993
(IMO Assembly Resolution A.766(18) of November 4, 1993); the unilateral measure
OPA 90, enacted after the Exxon Valdez accident in 1989; the 1993 bilateral agreement
between Italy and France, formalised respectively with the Italian Ministerial Decree
(DM hereafter) 26/02/1993 by the Ministero della Marina Mercantile and the French
Arrêté Prefectoral No.1–93. In the two decrees, of similar content, specific measures
were adopted to prohibit navigation in the Strait of Bonifacio of national merchant ships
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carrying oil and other hazardous and noxious substances, as defined by international
conventions in force in both countries (Directive 2002/59/EC and the MARPOL 73/78
Convention). Despite these limitations, an annual average of 3500 ships transit the Strait,
mainly solid bulk cargo ships and Ro/Pax, with a gross tonnage ranging between 500 and
25000 tons (B. Sorgente, personal communication). from the analysis of data from the
Vessel Traffic Service (VTS) data provided by the Italian Coast Guard in La Maddalena.
It is provided jointly with the French authorities and represents a system in place to
increase control for greater safety at sea and making it more efficient and prompt,
together with reducing the risk of maritime accidents. 

In order to reduce the risk of accidents in the area, several protected areas and national
and international parks were established. On April 2010 the establishment of the Interna-
tional Park of the Strait of Bonifacio was defined by the Italian and French authorities
and involving the two national protected areas realised in the 1990s. Furthermore, in
2006 the La Maddalena Archipelago and the islands of the Strait have been submitted to
the World Heritage List of UNESCO (UNESCO Ref. 2028) and from July 2011 the
Strait of Bonifacio and the surrounding areas have been recognised by the International
Maritime Organization (IMO) as a “Particularly Sensitive Sea Area” (PSSA), a desig-
nation that allows further international measures to be taken to strengthen environmental
protection. It is the first PSSA in the Mediterranean and the second international strait in
the world.

In 2009 the Italian Ministry for the Environment funded a 2-year project named “SOS-
Bonifacio” to manage emergencies at sea due to oil spills in the Strait of Bonifacio. The
project aimed to build a new forecasting and monitoring system of the marine circulation
for the management of environmental emergencies caused by oil spills, that can be
accidental (collisions between ships, rocks, etc) or voluntary (discharge bilge waters,
ballast waters, dirty tanks waters). This system facilitates the rapid planning and coordi-
nation of operations response against marine pollution by authorities, through the
knowledge of the future estimates of an oil spill displacement at sea led by wind and sea
currents, and the main physical-chemical processes which are applied to hydrocarbons.
These response activities against marine pollution are provided in the “Local emergency
operations plan against marine pollution by oil and other harmful substances” of the
Coast Guard at La Maddalena. This plan is activated on the basis of art.11 of the Italian
Law 979/82 of the “Regulations for the protection of the sea” in case of pollution or
imminent threat of pollution of the sea caused by dumping, accidental event of oil or
other harmful substances.

Furthermore, the realisation of “scenarios and risk maps” has quickly identified the most
appropriate intervention strategies to be taken during an environmental emergency,
given the high variability of possible events. Rapid action is essential to avoid a risk of
pollution becoming real or developing into a serious threat to the coastline. The main
objective is therefore the prevention and/or limitation of damages, aimed at conservation
of marine resources in coastal waters, especially the most vulnerable areas of high
environmental value typical of this area. 

This paper gives a short description of the integrated system composed by observations
and numerical models and by a nesting of basin, sub-regional and coastal models,
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followed by its validation through observational data and its application during an oil
spill event in north Sardinia. Some products are also described.

2. The integrated system
The system is composed mainly of an integrated numerical modelling component whose
basic part works in the framework of the European project MyOcean
(www.myocean.eu). Forecast results are finally collected by a Graphical User Interface
(GUI) used by the local Coastal Guard to obtain all necessary information for correct
management of the oil spill event.

The system aims to provide a prognostic tool for managing oil-spill emergencies giving
an estimate of the chemical and physical evolution, both in space and in time, of a
possible oil spill in the study area for up to a maximum of 72 hours, in order to know its
movements well in advance. It also traces the source of pollution when the event has
already occurred through a backward investigation, supporting in the identification of
vessels that illegally discharge their waste water into the sea.

2.1 The numerical models

The simulation of study scenarios in the Strait of Bonifacio, the creation of maps of
probability of impact/stranding of an oil spill and the numerical prediction of its
evolution for transportation and distribution are realised through an integrated nested
numerical system from basin to coastal scale.

Figure 2  The flow chart describing the BOOM system composed by a hierarchy of different types
of numerical models, based on structured and unstructured grids, and a Graphical User Interface.

The coastal system, named Bonifacio Oil-spill Operational Model (BOOM) is composed
of a hierarchy of different types of numerical models, based on structured and unstruc-
tured grids, and a GUI to facilitate the set-up and analysis of simulations (Figure 2). The
core of BOOM is composed of a set of finite element numerical models, including a
three dimensional coupled hydrodynamic-wave model (the SHYFEM3D-WWM, called
SHYFEM hereafter) with Lagrangian trajectory and weathering modules (named
FEMOIL). The tools are used to operationally provide the hydrodynamics and the funda-
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mental variables controlling the oil-spill fate and to forecast its dispersion in the
Bonifacio coastal area.

SHYFEM is a finite element hydrodynamic numerical model validated and calibrated in
previous studies (Ferrarin et al., 2004, Cucco et al., 2006, 2011). It is coupled one to the
other in order to simulate the mutual influence between the marine circulation and the
wave component, of extreme importance in the simulation of transport processes of
pollutants in a coastal environment.

It can reproduce and predict the space-time variability of the water circulation and sea
conditions in the coastal area with a spatial resolution less than 0.1 km and a number of
vertical levels to properly resolve the surface layer, whose dynamics are the main
mechanism of transport and dispersion of hydrocarbons. The coastal system provides
two daily forecasts, to a maximum of 3 days each, of the barotropic current velocities
and waves in the Bonifacio Strait area (including the La Maddalena Archipelago) with
steps of 6 hours. The coupled model reproduces well the tide and wind induced water
circulation in the study area where it is applied in order to reproduce the barotropic
current velocities and waves. However in the Strait both the tidal forcing and the
baroclinic contribution are negligible. The first is very weak as its associated current
velocities range between 0.03 and 0.05 ms-1 (Gerigny et al., 2011) while the average and
the maximum measured current speeds are 0.5 ms-1 and 1.46 ms-1, respectively. The
second is negligible because of the very low fresh water inputs in the area.

Numerical simulations are carried out over a computational domain that represents the
area of work (09°6.899'–09°37.06' E and 41°6.2'–41°25.683' N) by means of a finite
element staggered grid. The numerical grid consists of 40000 nodes and 70000 trian-
gular elements and is characterised by different spatial resolutions ranging from 10 m,
for the smallest channels in the La Maddalena Archipelago, to few kilometres in the off-
shore areas inside and outside the Bonifacio Strait. The SHYFEM considers the off-
shore perimeter of the computational domain as open boundary and is forced by an astro-
nomic tide imposed at the open boundary and by a wind intensity and direction imposed
as surface boundary conditions. Meteorological data are provided by atmospheric
simulations carried out at the National & Kapodistrian University of Athens by means of
the SKYRON-MOON (SKIRON hereafter) high spatial resolution atmospheric
numerical model (10 km of resolution; Kallos et al., 1997).

In order to obtain as realistic as possible a description of the dynamics at coastal scale,
the SHYFEM is nested, at its open boundaries, with the simulation and forecast ocean
numerical circulation model at a sub-regional scale (WMED hereafter) with a resolution
of about 3 km of the western Mediterranean basin, then again one-way asynchronously
nested, in the framework of the European project MyOcean, at lateral boundaries with
the analysis and forecast regional circulation NEMO model with 5 km of spatial
resolution developed at INGV in Bologna (Pinardi et al., 2003). This downscaling
technique adequately solves the smallest dynamic scales limited to an area of interest,
without necessarily having to also solve the regional dynamics, through the use of the
off-line numerical coupling technique (known as one-way nesting).

This approach is necessary to obtain a high quality product, as the spatial and temporal
variability of the marine circulation in the Strait of Bonifacio is strongly influenced by
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both the atmospheric forcing at the air–sea interface and the evolution of the offshore
current flows.

The WMED gives a 5-day forecast of the mean fields of temperature, salinity, speed and
other physical parameters, starting from 00:00 UTC. The simulation of the WMED is
based on the 3D ocean circulation model called Princeton Ocean Model (POM,
developed by Blumberg and Mellor, 1987). At the surface boundary its forecast is forced
through momentum fluxes, heat and “water” calculated by the hourly fields of the atmos-
pheric parameters (wind speed, wind direction, humidity, cloud coverage, solar
radiation, etc.) simulated by the ECMWF forecast numerical model. The calculation of
fluxes at the air-sea interface is asynchronously realised through the use of an interactive
algorithm based on the bulk formulae. The WMED forecasting numerical system works
in Slave Mode and near-real-time, i.e. the simulation model is re-initialised daily by
using the daily numerical fields produced by NEMO and that “assimilated” data are
available within 3 days from the real acquisition date of the data. Due to acquisition and
calculation times, the forecast comes about 6 hours later.

Similarly, a sub-regional numerical simulation system of the wave field provides a 5-day
forecast of the wave height and direction in the western Mediterranean area at steps of 3
hours. Numerical simulations of wave height and direction are carried out over a domain
with a finite elements grid between longitude 003°–016° E and latitude 36.5°–44.5° N.
Open boundary, astronomic tide and meteorological data are the same as for the coastal
wave model.

The numerical simulation of transport and diffusion of oil spills is based on a three-
dimensional module of Lagrangian particles that provides the chemical and physical
transformation of an oil slick. The BOOM oil spill model receives as input the bi-dimen-
sional wind fields and the three-dimensional oceanographic fields. When they refer to
forecast fields, the transport and distribution of oil spills obtained and the model output
give a numerical information on the space-time evolution of the oil spill distribution and
on its chemical and physical evolution processes.

2.2 System validation through observations

The numerical simulation forecasts are verified through a comparison with field data for
water current (ADCP), CTD or satellite and drifters, then generating a database with
information at different sea and wind conditions.

For the surface circulation, eight experiments with surface Lagrangian drifters have been
carried out inside and outside the Strait during springs and autumns with variable wind
regimes representative of the meteorological conditions in the Strait. This was necessary
to validate the results of the SHYFEM numerical simulations and for a correct estimation
of three coefficients (wind drift factor, surface current factor and wave drift factor). For
these coefficients a proper calibration is necessary for each specific application, as
suggested by Price et al. (2006), minimising the discrepancies between model results and
experimental data. For each drifter trajectory (in green in Figure 3 for comparison with a
drifter experiment) a set of simulations was performed, releasing, at each drifter position
(in blue), a defined number of Lagrangian particles (in grey) then reproducing their path
(in red) within the time interval between field observations. The number of released
particles was selected in relation to the size of the grid element containing each drifter
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position in order to compute the mean distance between particles and drifter position. On
average, about 10000 particles were seeded for each drifter position and more than 80
groups of particles were released in the whole set of simulations reproducing the trajec-
tories of the 8 drifters. An exhaustive description of the validation method is found in
Cucco et al. (2011). The rifters were Technocean Argo floats equipped with GPS
telemetry and ARGOS satellite for the acquisition of surface temperature and positions
every 20 minutes, with the experiments ranging between 4 hours and over 2.5 days.

Figure 3  Comparison between drifter paths during an experiment at sea (the green line represents
the observed trajectory and the blue circles the available drifter positions) and the slick path (the
red line is the mean trajectory followed by each set of released particles; the grey dots show the
final position of all the particles at the end of the experiment) for the same weather conditions.

In order to acquire information on the current field below the surface, u and v vertical
sections have been acquired in November 2009 in the Strait area through a Workhorse
Sentinel (300 kHz) Shipboard ADCP (SADCP) mounted on the Urania research vessel
during the cruise Sicily09 (Figure 1). The SADCP acquisition was along seven transects
mainly perpendicular to the Strait axis. The vertical profiles of current speed were on 40
z-levels, between 11 and 167 m in depth in cells each 4 m wide. They provided good
information on water stratification and speed at each level, but particularly between cells
1 to 15 depending by the bottom depth ranging from 100 m to about 40 m. The speed
values are initially referred to a coordinate system fixed with the instrument and then
transformed into a geographic coordinate system, known pitch and roll of the vessel.
Data have been acquired every second and then averaged over a time interval of 5
minutes. For the acquisition of ADCP data the Data Acquisition System (VMDAS) was
used, processed using the Common Oceanographic Data Access System (CODAS)
developed at Hawaii University. Current speeds and water transport along the main
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transects have then been calculated and used to qualitatively verify model outputs and
study the local circulation (see Cucco et al., 2011).

A further step is to check the level of agreement of the high resolution atmospheric
forcing SKIRON of the coastal coupled models with real local winds from the remote
meteorological station of Guardia Vecchia, located on La Maddalena island, through
comparison for a period of about seven months (22/04– 30/11/2009). This was done by
extracting data of the SKIRON closest grid point to the station of Guardia Vecchia. The
analyses show a good agreement between the two datasets both for the intensity and
wind directions. The comparison of the two frequency polar histograms of appearance of
the winds (Figure 4) show that the model is more concentrated along a few directions
while the local data show a wider range. Further, the maximum speeds at Guardia
Vecchia come from westerly-southwesterly winds (angle <270°) with 24 ms-1 while for
SKIRON they predominantly blow from the west (270°) with maximum speeds of
35 ms-1. This difference in speeds may be due to the position of the local weather station
that underestimates the winds from north-east and east, and is therefore not necessarily to
be attributed to an overestimation of the model. Even the temporal trend of the wind
speed is well simulated by the numerical model (Figure 5) and the periods of maximum
and minimum speeds correspond to those measured at Guardia Vecchia. From Figure 5b,
which correlates the wind speed with the direction, it can be clearly seen that there are
two main directions of about 270° (west) and 100° (east south-east) with also the highest
speeds. The two data sets show a good agreement, justifying the use of SKIRON as
meteorological forcing in the Strait area.

Figure 4  Frequency polar histograms of the winds in ms-1 for the period 22/04–30/11/2009
obtained from a) the SKIRON numerical model in the grid point at 41.20°N, 009.40°E and b)
measured at the Guardia Vecchia meteorological station located at 41.22°N, 009.40°E.

Finally the system was qualitatively validated in the field during an oil spill event that
occurred on 10 January 2011 when about 45.6 m3 of heavy fuel oil was spilled in the
harbour of Porto Torres (north-west Sardinia) from an oil tanker. The warning was not
issued by the vessel until 24 hours after the spill occurred, so the slick moved northwards
along the Sardinian coast reaching Santa Teresa di Gallura, at the entrance of the
Bonifacio Strait, a week later (Figure 6). The area of interest was partially out of the grid
of the coastal model, so the western boundary was extended in order to cover the whole
Gulf of Asinara.
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The transport of oil was correctly forecast along the whole path, as proved by laboratory
chemical analyses provided with oil samples collected from several strandings
coincident with those simulated.

Figure 5  a) Time series of the wind speed at the Guardia Vecchia meteorological station (black)
and from SKIRON (red) for the period 22/04–30/11/2009; b) wind speed and direction at Guardia
Vecchia (black) and from SKIRON (red) for the same period.

Figure 6  Simulation of the whole path of the oil slick stranded along the northern Sardinia coast
(in green) compared with real beached oil (in red). The accident occurred on 10 January and the
slick moved along the northern coast of Sardinia reaching Santa Teresa di Gallura on 17 January.
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3. The products: Graphical User Interface 
The main product obtained from the system is a user-friendly graphical interface used to
create scenarios, start numerical model simulations and analyse the results (Figure 7).
Usually the use of simulations generated by complex numerical models requires inter-
action with computer codes and high-level processes. For this reason it is limited to users
able to work through blocks of machine code commands. The GUI is designed to enable
a user, even with modest computer skills, to easily interact with the numerical model. In
order to make the forecasting system operational it was therefore necessary to for it to be
accessible to all users, even if not expert programmers, and facilitate the process of
selection of scenarios, launch of the simulation and analysis of the generated results. The
GUI has been designed through the “object-oriented” approach and implemented in Java.
These choices have two advantages: the first is the modularity of the system (easier to
upgrade or modify the interface with new functions) and independence of the operating
system (Windows, Unix, Linux, Sun, etc.) on the PC where the interface is installed.

Specifically the process of creating the simulations and analysis of the results of the
forecasting model is in four distinct phases.

During phase 1 the user enters those specifications related to the scenario to be
simulated (simulation name, geographical coordinates, number and type of pollutant,
etc.) in the input menu of the GUI and the area (in m2) of the observed slick of pollution.
In the current BOOM system, it is assumed that the spot is circular. The radius in metres
of the spill is automatically calculated and passed to the hydrodynamic model to fill the
area of interest with the particles of pollutant. At this step the user can use the specifica-
tions previously used and saved in a file or generate new ones. After specifying the initial
conditions, the user can launch the simulation.

In phase 2 the GUI automatically generates a file containing the requested specifications
and passes it to the hydrodynamic numerical model that runs the simulation of pollutant
dispersion. 

Results are produced in the form of digital files during phase 3 of the process. 

Finally, in phase 4, through the output section of the GUI, the user has a tool to graphi-
cally display the results generated by the simulation.

The GUI consists of two main areas on the screen: the input where the user specifies a
scenario (phase 1) and the output (phase 4) where the user analyses the results of simula-
tions generated by the numerical model (Figure 7), inside an interactive and geo-refer-
enced map. The intermediate steps (phases 2–3), of communication with the model, are
automatically performed without any input from the user, who can initialise the
simulation over a period ranging between ±24 hours from the last midnight.

The GUI can be used in two ways: forecast and backward mode. The forecast mode
allows the user to obtain the scenario on the characteristics and position of the slick from
the point and time of discharge to the following 72 hours as described above.

The backward mode provides a useful qualitative information to the Coast Guard to find
the vessel responsible for pollution at sea. This numerical technique trace back to the
estimate of the start date and of the possible area of an oil spill in the sea, known type
and amount of oil pollution identified and the affected area.
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Figure 7  The area marked in red is where the user specifies the scenario inserting the date of the
event, its geographic position and the extension and type of hydrocarbon; the green part is where
simulations are launched with two possibilities: forward mode to forecast the pollution risk areas
and backward mode to trace the source of pollution; the areas in yellow show where the results are
displayed through maps of hydrocarbon dispersion and diffusion and through hydrological
(temperature, salinity, current speed, etc.) and risk maps.

4. Conclusions 
An operational system has been realised to provide support to the Italian Coast Guard in
managing oil-spill emergencies and enabling rapid identification of operational priorities
and rationalisation of resources in the coastal area of the Strait of Bonifacio.

Such an operational system consists in an integrated numerical tool, whose core is
organised in a set of fully coupled high resolution numerical models based on the finite
element method. The models include a 3D hydrodynamic model, a wind-wave model, a
Lagrangian trajectory model and a module for reproducing the main weathering
processes interesting the oil slick. The system allows, through interaction with an easy to
use Graphical User Interface, an operational forecast of the fate of oil spills in the whole
area of the Bonifacio Strait and La Maddalena Archipelago. 

The innovative approach consists of the use of operational finite element numerical
models with a spatial resolution of up to 10 metres, fully nested with an open ocean
operational model based on the finite differences method, for reproducing the transport
processes occurring in coastal areas characterised by a complicated geometry. The
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system has been used during the oil spill emergency that occurred in mid-January 2011
in northwest Sardinia when about 50 m3 of oil spilled from an oil tanker in the harbour of
Porto Torres.

Currently the system produces, daily and operationally, a 3-day forecast of wind and
wave fields, surface water circulation, temperature and salinity for the area of interest.
Furthermore, it had been used to investigate the consequences of oil-spills events, to
produce risk maps identifying the most exposed areas to the risk of oil impact in relation
to both the season and the type and quantity of spilled oil and as a tool for tracking back
the surface trajectories of oil slicks through the backward investigation technique.

Simulation results of oil spill scenarios will provide the local Coast Guard with infor-
mation on the fate oil spills, those most probable in the area. In particular, the hourly
maps of oil slick position and those showing which areas would be most probably
impacted, as a function of different meteorological conditions, provide a useful tool to
improve the management of oil spill emergencies at sea. For this reasons, the local Coast
Guard in La Maddalena has used the simulations in its “Local anti-pollution plan for
2009" sent to the Italian Ministry for Environment. These simulations will be used to
predict the trajectory of the oil in advance, assisting decision makers in planning the best
remedial action to minimise oil pollution, while reducing time response and costs.

Further information is also provided by the risk analysis and the coastal risk index tools,
which allow the local Coast Guard to identify the areas most exposed to the risk of oil
impact during the year. These are also useful for the identification of the areas most
suitable for concentration of instruments and resources.

Finally, even if the backward investigation with VTS data cannot exactly pinpoint the
initial position of the oil spill, it still provides information on the most probable path
followed by the oil slick since its detection. This assists in identification of polluters.

All the tools described define the system as a useful instrument for any local Coast
Guard in the management of oil spill events in a coastal area like the Bonifacio Strait and
La Maddalena Archipelago, characterised by a wonderful marine and terrestrial
environment daily threatened by the passage of tens of vessels.

Acknowledgements
Special thanks go to the local staff at Capitaneria di Porto – Coast Guard in La
Maddalena for their support and supply of meteorological data. This work is part of the
European project MyOcean funded by EU – VII Framework Programme (contract FP7-
SPACE-2007-1) and of the project SOS-BONIFACIO (contract DEC/DPN 2291 of 19/
12/2008) funded by the Directorate General for Nature Protection of the Italian Ministry
for Environment, Land and Sea. Finally we must also thank our wallets without which
we would not be able to carry out this research.

References
Astraldi, M., A. Bruschi, G. Buffoni, G.M.R. Manzella and C. Stocchino (1980).

Circolazione delle correnti nell'Arcipelago di La Maddalena. CNEN-RT/FI, 80, 8, 1–
20.



An integrated operational system for the Coast Guard management of oil spill emergencies
in the Strait of Bonifacio

320
Astraldi, M., A. Bruschi, G. Buffoni, A. Esposito, G. Gasparini, G.M.R. Manzella, R.
Meloni and C. Stocchino (1983). Circolazione nei canali dell'Arcipelago della
Maddalena. Atti V Convegno AIOL, Chiavari

Blumberg, A.-F., and G. Mellor (1987). A description of a three-dimensional coastal
ocean circulation model. In: Heaps NS (ed), Three-dimensional Coastal Ocean
Models, Coastal Estuarine Science, AGU, 1–16.

Cucco, A., and G. Umgiesser (2006). Modeling the Venice Lagoon residence time.
Ecological Modelling. 193, 34–51.

Cucco A., M. Sinerchia, A. Ribotti, A. Olita, L. Fazioli, B. Sorgente, A. Perilli, M.
Borghini, K. Schroeder and R. Sorgente (2011). A high resolution real time
forecasting system for predicting the fate of oil spills in the Strait of Bonifacio
(western Mediterranean), in press on Marine Pollution Bulletin.

Ferrarin, C., and G. Umgiesser (2005). Hydrodynamic modeling of a coastal lagoon: the
Cabras lagoon in Sardinia, Italy, Ecological Modelling, 188, 2–4, 340–357.

Gerigny, O., B. Di Martino, and J.C. Romano (2011). The current dynamics inside the
Strait of Bonifacio: Impact of the wind effect in a little coastal strait. Continental
Shelf Research 31, 1–8.

Kallos, G., S. Nickovic, A. Papadopoulos, D. Jovic, O. Kakaliagou, N. Misirlis, L.
Boukas, N. Mimikou, E. Anadranistakis, and M. Manousakis (1997). The regional
weather forecasting system Skiron: An overview, in: Proceedings of the Symposium
on Regional Weather Prediction on Parallel Computer Environments, 109–122,
Athens, Greece.

Pinardi N., I. Allen, E. Demirov, P. De Mey, G. Korres, A. Lascaratos, P.-Y. Le Traon,
C. Maillard, G.M.R. Manzella, and C. Tziavos (2003). The Mediterranean ocean
forecasting system: first phase of implementation, Ann. Geophys., Special Issue:
Mediterranean Forecasting System Pilot Project (MFSPP), 21, 3–20.

Price, J.M., M. Reed, M.K. Howard, W.R. Johnson, Z. Ji, C.F. Marshall, N.L. Guinasso
Jr., and G.B. Rainey (2006). Preliminary assessment of an oil-spill trajectory model
using a satellite tracked, oil-spill simulating drifters. Environmental Modelling &
Software 21, 258–270.

UNCLOS, 1982, United Nations Convention on the Law of the Sea, 10 December 1982,
www.un.org/depts/los/convention_agreements/convention_overview_convention.htm, 202
pp.



Monitoring and modelling 
marine biogeochemical 

processes





Ocean colour discrimination of harmful algal blooms 
in European waters: classification of MODIS and 

MERIS data

Abstract
This paper presents a novel methodology for identifying harmful algal blooms (HABs)
from satellite optical images. It uses ocean colour and inherent optical properties (IOPs)
derived from the Moderate Resolution Imaging Spectrometer (MODIS) and Medium
Resolution Imaging Spectrometer (MERIS) data to discriminate between harmful,
harmless and no bloom cases. Discrimination of HABs is carried out using a Linear
Discriminant Analysis classifier trained on satellite observations of Karenia mikimotoi
and Phaeocystis phytoplankton species, which form dense monospecific HABs. The
performance of HAB discrimination is evaluated by using further satellite datasets. 

Keywords: remote sensing, ocean colour, harmful algal blooms, Karenia mikimotoi,
Phaeocystis, MERIS, MODIS

1. Introduction 
Monitoring water quality in European oceanic and coastal waters is a task of high impor-
tance for monitoring agencies and a focus of public interest in recent years. It is also a
subject of several European Directives and conventions (Directive 2000/60/EC;
Directive 2008/56/EC). Development of an efficient monitoring service is also
demanded for the needs of fisheries, aquaculture and tourism that are directly affected by
the water quality. Algal blooms can be harmful to humans, and their harmfulness
depends on the concentration and dominant species of organisms present, the affected
area and time interval of bloom event. In high concentrations harmful algae may cause
respiratory irritation for humans, shellfish neurotoxic poisoning, fish mortality and can
lead to significant economic losses by damaging fish farms and degrading coastal
tourism sites (Stumpf et al., 2003; Miller et al., 2006). 

The efficiency of water quality monitoring methods is usually measured in terms of
observation regularity, spatial coverage, low false alarm rate, and ability to identify the
composition of algal bloom. In-situ methods for water quality analysis cannot satisfy
these requirements as they are limited in spatial and temporal coverage. The require-
ments of users to obtain HAB information in near real time and to monitor large areas
can be met by using optical remote sensing methods (Miller et al., 2006), and the
techniques that have been developed within the EC AquaMar project. 

It has been demonstrated in Park et al. (2010) that the analysis of daily chlorophyll-a
concentration can be applied to detection of high biomass algal blooms from satellite
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optical images. However, the approach based on using chlorophyll-a concentration (Park
et al., 2007) is not suitable for discrimination between harmful and harmless algal bloom
events.

This paper approaches the challenging task of identifying harmful algal species compo-
sition by applying a machine learning approach (Duda et al., 2001) that uses satellite
data for training a classification algorithm. This is applicable to species that form dense
monospecific blooms and hence may cause a characteristic colouring of the water due to
their concentration, cell size, pigmentation or scattering properties. The methodology for
HAB discrimination is based on using four classes: “harmful bloom”, “harmless bloom”,
“no bloom” and an “unknown” class that includes unclassified data. It has been tested in
European waters and can be extended to new areas. The study is focused on Karenia
mikimotoi and Phaeocystis globosa HAB species, but the methodology can be adapted to
other species which form dense monospecific blooms.

2. Methodology for HAB discrimination
The discrimination of HAB is based on ocean colour data acquired by the MODIS and
MERIS sensors. The satellite images are processed by SeaDAS version 6.2 and
Plymouth Marine Laboratory (PML) proprietary software to generate normalised water
leaving radiance data nLw(λ) for MODIS and MERIS spectral bands. The water leaving
radiances nLw(λ) are used as features for HAB discrimination. The inherent optical
properties (IOPs) of water, such as the total absorption a(λ) and backscattering bb(λ)
coefficients are also included in the feature set to help improve discrimination efficiency.
The absorption and backscattering are retrieved from the ocean colour data by applying
an IOP model based on slope and spectral signatures and is applicable to turbid European
waters (Smyth et al., 2006). 

The additional features derived as the spectral slopes between two neighbouring
wavelengths are used to improve robustness to sensor calibration and atmospheric
correction errors as well as to overcome limitations of linear classifiers (Duda et al.,
2001). These features are calculated as the spectral ratios of 

water leaving radiances RL(i,j)=nLw(λi)/nLw(λj), 

absorption Ra(i,j)=a(λi)/a(λj) and 

backscattering Rb(i,j)=bb(λi)/bb(λj). 

The main stages of generating feature sets from satellite data are schematically shown in
Figure 1. The features are calculated on a pixel by pixel basis forming a three dimen-
sional array with the first two dimensions corresponding to spatial coordinates in a
Mercator projection and the third dimension corresponding to the feature index.

Figure 1  A block-diagram of generating a feature set including normalised water leaving
radiances, absorption, backscattering IOPs and spectral ratios between neighbouring wavelengths.
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Classification of the feature vector composed of water leaving radiances, absorption,
backscattering and spectral ratios is carried out by a Linear Discriminant Analysis
(LDA) classifier (Duda et al., 2001; Bandos et al., 2009). The LDA classifier is based on
the assumption that the distribution of features is Gaussian with the same covariance
matrix for all classes. Before classification the features in the high dimensional feature
space are projected into a space of much lower dimension to maximise the between-class
distance and minimise within-class distance simultaneously. The classifier provides
good performance for linearly separable classes and easily handles training data with
unequal number of samples in each class by estimating the prior probability of class
samples. In addition it has low computational complexity and is relatively simple for
implementation. 

The performance of an LDA classifier strongly depends on the selection of features and
the dimensionality of feature space. Due to the “curse of dimensionality” its efficiency
can deteriorate if too many features are used for classification (Duda et al., 2001).
Hence, a reduced number of most important features have to be selected to improve the
classifier performance. This is achieved by applying a Stepwise Discriminant Analysis
(SDA) algorithm implemented in the statistical package ‘klaR’ (Weihs et al., 2005) to
the training data at the classifier training stage. The SDA algorithm selects the most
important features from the original set automatically. It uses the probability of correct
classification criterion to select the best combination of features iteratively by adding
more significant or removing less significant features one by one. 

The unknown parameters of LDA classifier are estimated by training, using the prelim-
inary classified fragments of satellite images. The classification of training data is based
on in-situ sampling and visual interpretation of ocean colour scenes and chlorophyll-a
products. The scenes are labelled manually as “harmful bloom”, “harmless bloom” and
“no bloom” regions. The main stages of training procedure is summarised in Figure 2. It
includes selection and identification of training image scenes, sampling training data,
feature selection and training LDA classifier. 

Classification of new scenes is carried out on a pixel by pixel basis. For each pixel in the
satellite image the features selected at the training stage are calculated and processed by
the LDA classifier. The classifier estimates probabilities of “harmful bloom”, “harmless
bloom” and “no bloom” classes for each tested sample. Assuming that the distribution of
features is Gaussian, the probability for each class is calculated as

, i=1..3 (1)

where x is a vector to be classified and i is the mean value of the i-th class in the discri-
minant space. 

For input data that cannot be considered as any of the “no bloom”, “harmless bloom” or
“harmful bloom” categories the classifier will produce false alarms. To reduce the
classifier false alarm rate for these data we introduced an additional “unknown” class.
The probability of “unknown” class samples is evaluated at the final stage of classifi-
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cation. This is achieved by calculating the distance dmin between the input sample and
the mean of the nearest class in the discriminant space, and finding the probability that
for the samples of this class the distance is less than dmin. This probability becomes
higher when the distances from mean value πi is increased, so it can been considered as a
measure of dissimilarity with “no bloom”, “harmless bloom” or “harmful bloom”
classes. Assuming that the distribution of features in the discriminant space is Gaussian,
the probability of “unknown” class is calculated as 

, (2)

where  is a cumulative density function of chi-squared distribution and nd is the
dimension of discriminant space equal to 2 for three classes. 

Figure 2  The training procedure for the HAB discrimination technique based on LDA classifier

The probability of detection maps generated by the developed classification technique
for “harmful bloom”, “harmless bloom”, “no bloom” and “unknown” classes are
presented as a palette-based 8-bit images in the Portable Network Graphics (PNG)
format with the probabilities 0..1 mapped to 0..255 pixel values. To simplify visual
analysis of classification results a composite classification image is generated that repre-
sents probabilities of “harmful bloom”, “harmless bloom” and “no bloom” classes using
a combination of red, green and blue primary colour components, with the “unknown”
class shown in grey.

3. Results and discussion
The developed methodology has been applied to discriminate Karenia mikimotoi algal
blooms in the UK waters in summer 2010 and Phaeocystis globosa blooms in the Dutch
coastal waters in spring 2008 using ocean colour data acquired by MODIS Aqua and
MERIS sensors.
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3.1 Training results

Training for the LDA classifier has been carried out using several images of Karenia
mikimotoi bloom events observed in years 2002–2004 in the UK Southwest waters. The
images have been labelled as “harmful bloom”, “harmless bloom” and “no bloom”, and
sub-sampled by a factor of 8 to avoid redundancy of training data and reduce processing
time. The training data set includes 1993, 1495 and 433 samples for each class respec-
tively. The same labelled areas have been used to produce MODIS and MERIS training
data sets. 

The training data set has been applied to train LDA classifier, and to evaluate its perfor-
mance. The 5-fold cross validation method has been used to estimate classification
probabilities to avoid biased results (Duda et al., 2001). The confusion matrix for the
MODIS training data set is given in Table 1. The diagonal elements in the table show the
probability of correct classification in percent for all three classes. The highest proba-
bility achieved for the “no bloom” class and the lowest for “harmless bloom”. It follows
from Table 1 that the Karenia HAB is most often misclassified as a “harmless bloom”
and there is a 17.49% probability that the “harmless bloom” class is misclassified as a
“no bloom”. The total probability of correct classification for MODIS data is Pt=87.6%.

Similar results have been obtained for the MERIS training data set with the probability
of HAB correct classification higher by 4%. 

The training data for Phaeocystis globosa blooms are obtained by analysis of in-situ
measurements along the Dutch coastal waters provided by Water Insight Company, the
Netherlands, and applying the Chl-a and HAB cell concentration measurements to
identify and label HAB regions in satellite images. 

The confusion matrix for the Phaeocystis globosa classifier indicates better classification
accuracy in comparison with Karenia mikimotoi. For the MODIS training data set the
probability of HAB correct classification has been improved by about 14% while the
total probability of correct classification is reduced to Pt = 87.3%. For the MERIS
training data Pt=88.81%.

3.2 HAB discrimination results

The independent tests have been carried out to evaluate the efficiency of Karenia
mikimotoi and Phaeocystis globosa discrimination in MODIS and MERIS scenes. The
probability map of HAB generated by LDA classifier is given in Figure 3a. It demon-
strates the Karenia mikimotoi bloom event in the English Channel on 26 August 2010
that has been confirmed by in-situ measurements. The low probability of HAB is shown
in the image in blue and high probability in red indicating the presence of Karenia

Table 1 The confusion matrix for the Karenia mikimotoi classifier and MODIS training data

True class:  Classified as:

  no bloom  harmless bloom  Karenia HAB

 no bloom 93.24 6.76 0.0

 harmless bloom 17.49 80.98 1.53

 Karenia HAB 0.22 15.05 84.73
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mikimotoi in high concentration. The intermediate probability levels in the image
indicate the early and subtle signs of HAB development. 

To verify the efficiency of using linear classifier for HAB discrimination, an alternative
nonlinear classification technique based on Support Vector Machine (SVM) (Vapnick,
1998) has been tested. The HAB probability map generated by the SVM classifier is
presented in Figure 3b. It shows that a more complicated nonlinear classifier, such as
SVM does not provide significant advantages in HAB discrimination. 

Figure 3  Karenia mikimotoi discrimination results: HAB probability map generated by (a) LDA
and (b) SVM classifiers; weekly composite classification maps for (c) MODIS and (d) MERIS
sensors.

Figure 3c and Figure 3d present weekly composite of classification maps generated
using MODIS and MERIS data. Visual analysis of these images indicates that the level
of HAB false alarms is lower for the MERIS sensor. 

The weekly experimental results of Phaeocystis globosa discrimination in the Dutch
coastal waters are given in Figure 4. Joint analysis of the ‘false colour’ image in Figure
4a and chlorophyll-a concentration image in Figure 4b reveals patches of intense Phaeo-
cystis bloom in combination with high sediment concentration in coastal waters. The
probability of detection map generated by LDA classifier trained on Phaeocystis species
using MERIS data is shown in Figure 4c. The map demonstrates good agreement with
the ‘false colour’ and chlorophyll-a images and low false alarm rate of HAB discrimi-
nation. The composite classification map in Figure 4d shows grey areas mainly along the
shore classified as “unknown” that can be explained by the presence of sediment. 
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Figure 4  Phaeocystis globosa discrimination: (a) enhanced ‘false colour’ image of HAB scene;
(b) chlorophyll-a concentration; weekly composites of (c) HAB probability map and (d) classifi-
cation map.

4. Conclusions
The paper presents a novel methodology for automatic discrimination of Phaeocystis
globosa and Karenia mikimotoi HAB in European waters using ocean colour and IOP
data, producing spatial probability maps for “harmful bloom”, “harmless bloom”, “no
bloom” and “unknown” classes. It has been tested on MODIS and MERIS sensor data
and demonstrated the advantages of using MERIS data for HAB discrimination. A
comparison with an alternative nonlinear SVM discrimination technique has been
carried out and confirmed the efficiency of using linear classification approach for HAB
discrimination. The developed methodology uses a machine learning technique that
extends its application to wider range of HAB species and different sensors. 
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Operational nowcasting of Harmful Algal Blooms in 
the Baltic Sea using satellite data from MERIS and 

MODIS – improving bloom detection

Swedish Meteorological and Hydrological Institute, Oceanographic Unit

Abstract
In the Baltic Sea, summer blooms of nitrogen-fixing cyanobacteria, dominated by
Aphanizomenon sp. and Nodularia sp., are a natural and regular phenomenon. However,
in recent years, intense and widespread blooming has caused concern due to their
nuisance and toxic content, as well as their effect on nitrogen inputs and the eutrophic
state of the Baltic Sea. The Swedish Meteorological and Hydrological Institute are
operating a daily satellite-based monitoring service of cyanobacterial blooms in the
Baltic Sea during the summer period. The main data source has been the AVHRR
(NOAA) sensor, which is reliable but has a low spatial and radiometric resolution. To
improve the service, data from MERIS (ENVISAT) and MODIS (AQUA EOS), which
has a higher spatial and radiometric resolution, has been included and combined. The
disadvantage of using MERIS or MODIS separately is the longer revisit intervals and
smaller swath width compared to AVHRR, which makes it difficult to get daily
coverage. By combining MODIS and MERIS this problem can be less severe from an
operational point of view. A method to detect cyanobacterial blooms in MODIS data
using normalised water leaving radiance in the 551 and 670 nm bands, has been made
operational and adapted to similar MERIS bands (555 and 665 nm). Differences between
MERIS and MODIS data are generally small and dissimilarities are often due to
discrepancy in flag definitions. Future work will focus on data availability since both
sensors are operating beyond their technical lifetime.

Keywords: operational satellite monitoring, cyanobacterial blooms, MODIS, MERIS.

1. Introduction 
Nowcasting of harmful algal blooms (HABs) is important both for the public and for
environmental management. In the Baltic Sea summer blooms of nitrogen-fixing cyano-
bacteria, dominated by Aphanizomenon sp. and Nodularia sp., are a natural and regular
phenomenon, see Figure 1. However, in recent years, intense and widespread blooming
has caused concern due to their nuisance and toxicity, as well as their effect on nitrogen
inputs (Kahru et al., 1994; Finni et al., 2001; Kononen, 2001). 

The Swedish Meteorological and Hydrological Institute has since 2002 been operating a
daily satellite monitoring service of potentially harmful algal blooms in the Baltic Sea.
(Hansson and Håkansson, 2007) The system has been developed to support both the
public and the Swedish Marine Information Offices, providing near real time infor-
mation about the present algal situation. The main data source has been the NOAA satel-
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lites and the AVHRR sensors, which gives daily full coverage of the Baltic region. The
AVHRR sensor has been a reliable but coarse instrument, due to low spatial and radio-
metric resolution (Hansson, 2006; Håkansson, 2000).

Figure 1  Cyanobacterial blooms in the Baltic Sea are dominated by Aphanizomenon sp. (non-
toxic) and Nodularia sp. (toxic!) forming patchy surface accumulation. Photo: Swedish coast
guard.

Other satellite sensors, such as MERIS or MODIS onboard ENVISAT and AQUA EOS
PM-1 respectively are more suitable for nowcasting purposes of blooms, with both
higher spatial resolution and narrower bands in the visible part of the spectrum. The
disadvantage of using MERIS or MODIS separately is the revisit interval, 1–2 days for
AQUA-MODIS and 3 days for MERIS, and smaller swath width (1150 km and 2330 km
respectively) compared to AVHRR (~2900 km). This means that it is not possible to get
continuous daily full coverage of the Baltic region. The high presence of clouds at these
latitudes makes each overpass important to fill gaps where data is missing. 

2. Data and Method
Methods to detect surface accumulations of cyanobacteria in the Baltic Sea have been
developed for several satellite sensors: CZCS, AVHRR, SeaWIFS (Kahru, 1997), and
MODIS data. The detection scheme to classify blooms in MODIS data (Kahru et al.,
2007) relies on a combination of threshold value masking of normalised water leaving
radiance (nLw) in two bands; 551 and 670 nm. For the 551 nm band, where the radiation
penetrates a few metres down in the water column, (Kahru et al., 2007) estimated a
threshold of nLw(551) > 0.8 mWcm-2πm-1sr-1 by visual inspection of RGB composite
images. The water signal in this channel is sometimes affected by shallow depths which
gives a false high signal from the bottom. It is also sensitive to turbid waters, which has a
strong signal, such as river plumes or sediment-rich coastlines. Because of water’s strong
absorption properties at 670 nm the radiation does not penetrate as deeply as band 551
nm. Hence, this gives a signal from the water surface that can be used to detect surface
accumulations and also to filter out bottom reflection when combined with the 551 nm
band. For the 670 nm the authors (Kahru et al., 2007) used the turbid water flag from
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MODIS which corresponds to a threshold of nLw(670) > 0.18498 mWcm-2πm-1sr-1.
This method can therefore be used to distinguish between blooms at the surface and
blooms present just below the surface; subsurface blooms. 

This classification method for detection of blooms in MODIS imagery has been adopted
for the similar bands 560 nm and 665 nm of the MERIS sensor full resolution level 2
data. By combining nLw data from MODIS and MERIS the problem with daily data
coverage of the Baltic region can be minimised. 

The MERIS data used were the FRS L2 products downloaded from EOLi (Earth Obser-
vation Link), which is the European Space Agency's client for earth observation
catalogue and ordering services. MODIS L2 data was collected from NASA’s Ocean
Color Web. MERIS surface reflectance (Rho_wn) data was converted to normalised
water leaving radiance (nLw) by using equation (1). 

nLw  =  (Rho_wn * F0 * cos(SzA))/π, (1)

where F0 is the downwelling solar irradiance and SzA is the solar zenith angle (pers.
comm. Ludovic Bourg, EOHelpdesk).

The method used to detect blooms in MODIS and MERIS imagery was tested for well-
known blooms in the Baltic Sea, Figure 2. The same analysis was carried out for the
other dates and showed consistent results. 

Figure 2  Cyanobacterial bloom in the Baltic Sea. RGB-composite of MERIS FRS L1 bands XYZ
from 31 July 2008, 09:32 UTC.   
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3. Results 
The normalised water leaving radiance (with clouds and land masked out) for the
MODIS bands 551 nm and 670 nm are compared with the MERIS bands 560 nm and 665
nm in Figure 3 and Figure 4. Both sensors show similar structures with high values in the
central Baltic Proper, southeast of the islands Öland and Gotland and the southwest of
the Bothnian Sea for the 560/551 nm band. The 665/670 nm bands show high values in
similar areas but not as distinct and widespread as the 560/551 nm bands. Both sensors
have difficulties detecting the bloom close to eastern Swedish coast, northwest of
Gotland. The heavy bloom on 31 July along the Swedish east coast was also observed
and reported by media and several monitoring authorities in Sweden. In the MODIS
image this area is masked out as clouds whereas the MERIS image has negative values
of the water reflectance. In the MERIS image three other such areas are also evident: in
the Gulf of Finland, in the Central Baltic Proper and in the Gulf of Riga. All these areas
appear to be free from clouds in the L1 RGB composite, see Figure 2. Data from MODIS
is also missing from the same site in the southeast Baltic Proper. 

Figure 3  Top: Normalised water leaving radiance; left: nLw(560) from MERIS 09:32 UTC.
Right: nLw(551) from MODIS 10:50 and 10:55 UTC. Bottom: Scatter plot of MODIS nLw (551
nm) and MERIS (560 nm).
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Figure 4  Top: Normalised water leaving radiance, nLw(665) from MERIS 09:32 UTC. Bottom:
Normalised water leaving radiance, nLw(670) from MODIS 10:50 and10:55 UTC. Bottom: Scatter
plot of MODIS nLw(670 nm) and MERIS nLw(665 nm).

Before applying the band threshold the water leaving radiances have to be masked with
the appropriate flags to remove pixels with suspicious values or where the processing has
failed. Kahru et al. (2007) uses a set of MODIS flags, which are denoted ‘valid ocean’.
Not all of these flags are available for MERIS although in most cases similar flags exist
and were used. In Figure 5 these two flag sets are compared and it can be seen that the
MODIS mask excludes a lot more than the MERIS flag set. MODIS seems to mask out
quite large areas in the central part of the Baltic Proper and along the Swedish east coast.
When applying the individual thresholds, see Figure 6, it can be seen that they compare
quite well overall. However there are regional differences which are mainly due to
differences in masking or due to erroneous values (South east Baltic Proper, the Gulf of
Riga and a small part of the Gulf of Finland) from the MERIS sensor. 

This is also true for the combined thresholds which in the end produce a classification
that is generally quite good but has some shortcomings as discussed above. Thus, the
gaps due to flag set differences and the erroneous values seem to compensate for when
an overlap between MODIS and MERIS exists. The areas east and northeast of the island
Gotland and along the Swedish east coast, which are masked out by MODIS, are valid in
the MERIS data and the blooms in these areas have been marked – compare the RGB-
image, valid ocean and the detection results in Figure 2 and Figure 5–Figure 6. 
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To compare the two data sets, all available images from one blooming season, 1 June –
31 August 2008, were analysed using data from both MODIS and MERIS, applying the
same classification method to both datasets. 

Comparison of MODIS and MERIS nLw data on a pixel to pixel basis shows that there is
little difference between the two data sets, although the difference increases as the time
between the over flights increase. 

Figure 5  Comparison of valid ocean flags for MODIS used by Kahru et al. (2007) and similar
flags found for MERIS. Note that not all flags defined for MODIS are available for MERIS. Red
show valid ocean areas in both data sets, blue (MODIS) and green (MERIS) represent where each
flag set alone indicate valid ocean. In white areas both flag sets are non valid.

Figure 6  Comparison of detection results on 31 July 2008. Surface blooms detected in both
MERIS (560/665 nm) and MODIS (551/670 nm) data are marked with red, blue (MODIS) and
green (MERIS) represent where each data set alone has detected surface bloom. MERIS is from
09:32 UTC and MODIS from 10:50 and 10:55 UTC.
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3.1 Implementation

The daily monitoring service of algal blooms in the Baltic Sea is operational from 1 June
to 31 August. All MERIS and MODIS data that is available from the day before,
covering the Baltic region, is collected via FTP boxes (Near Real-Time service at Ocean-
ColorWeb, NASA and the MERIS rolling archive at ESA) to SMHI. Data from
yesterday is convenient to use, since a new bloom map can be made available directly
around 09:00 local time and the public and environmental managers can then get updated
information about the algal situation early in the morning. It is also practical for the
operator who does not have to wait for additional satellite data which can delay the
production. 

Usually two satellite data sets from one overpass are needed to cover the Baltic regions
and depending on what data that is available the system can handle one or two data sets
from each sensor. The MERIS surface reflectance data is converted to nLw using
equation (1), and both MODIS and MERIS data is mapped to a equal area projection
covering the Baltic Sea. Flags from both datasets are used to eliminate clouds or other
conditions in which bloom detection is either not possible or likely to produce errors.
Error pixels are marked as no data.

Figure 7  Bloom map for 31 July 2008. Orange show areas which are affected by surface blooms
and yellow indicate subsurface blooms. Clouds are grey and areas with no data are black. 

The combined bloom maps (Figure 7) present the occurrence of surface and subsurface
blooms, clear water, clouds and areas with no data. When an overlap exists, bloom
observations are prioritised. However, surface blooms go before subsurface and clouds
and ‘no data’ is only marked if detected in both data sets in overlapping areas or detected
in non-overlapping areas. The operator performs a quality control of the bloom map and
writes the report, which is published on the web. A week composite, presenting a stacked
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image of the bloom observations during the last seven days, is also published. If data
from both MODIS and MERIS is absent due to swath outside the Baltic regions, sensor
or data delivering malfunction, data from NOAA-AVHRR can still be used in the service
as a backup. This certifies that a daily bloom map always can be produced during the
blooming season, see Figure 8.   

Figure 8  The bloom detection process. 

4. Conclusions
MERIS and MODIS data have higher spatial and radiometric resolution compared to
NOAA-AVHRR, which gives a more accurate and detailed view of the algal situation.
However, due to the revisit interval and the swath width the two sensors must be
combined in the service to achieve a daily coverage of the Baltic Sea during the
blooming season. 

The detection scheme developed by Kahru et al. (2007) for MODIS data has been
adapted to MERIS data. In order to improve the monitoring service, MODIS and MERIS
data have been combined to produce daily bloom maps. Differences between MERIS
and MODIS nLw data are generally small; dissimilarity in bloom classifications are
often due to discrepancies in flag definitions of valid ocean pixels. The flag sets for valid
ocean must be further examined to minimise this problem. Future work will focus on the
satellite data availability. Since both MERIS and MODIS are operating beyond their
technical lifetime it is necessary to introduce other similar satellite data or include new
missions into the service as soon as data is made available. 

Bloom detection process

 Satellite data from NASA and ESA is collected in near real time 
at SMHI

Data is merged, mapped to the Baltic Sea and converted to 
normalised water leaving radiance

Flags are used to eliminate clouds and error pixels

Both data sets are classified by applying thresholds to detect 
subsurface and surface blooms

Results from both satellites are combined to produce the bloom 
map. When overlap occurs surface blooms are prioritised

The service includes a manual quality control procedure before 
publication on the web
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Bio-optical model development: implementation to 
real time operation in the Black Sea

Abstract
The vertical diffuse attenuation coefficient, Kd(490), is one of the key parameters
required for modelling of water quality, hydrodynamic and biological processes in the
sea. This paper shows that the standard satellite product of Kd(490) was underestimated
in comparison with Kd(490) values simulated by the regional model during the diatom
bloom in the Black Sea. Using data from the SeaWiFS colour scanner, a regional
relationship between the model value of Kd(490) and the ratio of the standard satellite
products of remote sensing reflectances, Rrs(490):Rrs(510), has been obtained.

Keywords: Black Sea, diffuse attenuation coefficient, ocean colour data, SeaWiFS.

1. Introduction 
Remote sensing of the ocean in the visible domain and data processing is being continu-
ously developed. Recent satellite multispectral measurements provide an overview of
any world area once or twice a day with a spatial resolution of 1 km or higher. Ocean
colour datasets are available on the internet with ~ 6 hours delay. At present a few ocean
colour scanners (MODIS-Terra since February 2000; MODIS-Aqua since July 2002 and
MERIS-Envisat since May 2002) are operating. Taking into account the SeaWiFS
(operated between September 1997 and December 2010), the ocean colour data set
includes bio-optical products of the upper layer of the world ocean for more than one
decade (Level-2). The quality of ocean colour products is continuously being advanced
resulting from instrument calibration giving a correction of output products and from
refining the atmosphere correction and bio-optical algorithms (Reprocessing).

To get an adequate estimation of the water, a bio-optical features revision is required of
the optical constants and use of the relationships between bio-optical parameters for
open ocean waters (O’Reilly et al., 2000, Lee et al., 2002, Maritorena et al., 2002) and
for selected areas of world ocean, in particular for the Black Sea (Suetin et al., 2002,
Churilova et al., 2007, Suslin et al., 2008, 2009). The development of regional bio-
optical algorithms is required because optical parameters and relationships between bio-
optical characteristics for the Black Sea significantly differ from those for open ocean
waters (Suetin et al., 2002; Churilova et al., 2007, Suslin et al., 2008; 2009).

The downwelling diffusive attenuation coefficient at 490 nm, Kd(490), is one of the
standard ocean colour products (Oceancolor, GlobColour). Kd(490) is one of the key
parameters that determines the thermodynamics of the upper sea layer (Kubryakov et al.,
2010), and the light field in the sea (Churilova et al., 2009) which in turn affects the

V. Suslin*1, T. Churilova2, M. Ivanchik1, and G. Korotaev1 
1Marine Hydrophysical institute of NASU, Sevastopol, Ukraine
2Institute of Biology the Southern Seas of NASU, Sevastopol, Ukraine
* Corresponding author, email: slava.suslin@gmail.com



V. Suslin*, T. Churilova, M. Ivanchik, and G. Korotaev 341
primary synthesis of organic matter (Finenko et al., 2009, 2010, Churilova et al., 2011)
and the ecosystem of the sea (Dorofeev et al., 2011). 

For the open ocean, the relationships between in-situ Kd(490) measurements and the
ratio of remote sensing reflectances have been statistically analysed (O’Reilly et al.,
2000). The result of this is used for calculating the Kd(490) standard product. Optical
features of the Black Sea differ from open ocean parameters: 

a) Higher light absorption of coloured dissolved organic matter, CDOM, (Suetin et al.,
2002, Kopelevich et al., 2004 Churilova et al., 2007)

b) Specific absorption at 530–560 nm, which is likely to be caused by phytoplankton
(Suslin et al., 2011). 

Due to the above mentioned optical peculiarities of the Black sea it requires the devel-
opment of a regional model of Kd(490) based on remote sensing data – remote sensing
reflectance, Rrs. The aim of this work is to develop this regional model. 

2. Methods
The value of Kd(490) is calculated by the following equation: 

(1)

where Ed is the downwelling radiance, and z is the depth. 

(2)

where θ and ϕ are vertical and azimuth angles of radiance, L(θ ,ϕ). Moreover, the
Kd(490) value could be calculated using inherent optical properties (IOPs) of the water
(Ivanov, 1975, Gordon, 1989): 

(3)

where a and bb are the total light absorption and backscattering coefficients of sea water,
respectively, and π is the averaged cosine of downwelling radiance, which is equal 0.8.

The regional model includes input parameters – level 2 SeaWiFS R2010.0 products of
1998 (Level-2), which are used in a 0.035×0.025° grid (longitude × latitude) with two-
week averaging. For the averaging, data corresponding to the following criteria were
used: 

1. The water leaving radiance at all channels after atmosphere correction must be >0

2. The iteration number of the atmosphere correction procedure must be < 10

3. The stray light pixels are not used
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4. Glint-contaminated measurements are not used

For analysis six sea regions were used: 5 in deep waters:

1: 42.93°–43.5°N and 30.85°–31.66°E; 
2: 42.9°–43.5°N and 36.1°–36.9°E; 
3: 41.9°–42.5°N and 38.4°–39.2°E; 
4: 42.9°–43.5°N and 33.7°–34.5°E; 
5: 42.2°–42.8°N and 29.8°–30.6°E) 

and one on the north-western shelf (44.55°–45.125°N and 30.85°–31.655°E).

In-situ measured chlorophyll-a concentration obtained during bio-optical monitoring of
the Black Sea (region 5) on ship opportunities (Churilova et al., 2004) were used in this
research.

3. Results and discussion
The Kd(490) value was calculated by equation (3) using SeaWiFS data from 1998 for
region 5 (Figure 1). THe light backscattering coefficient of suspended particles was
calculated using SeaWiFS data and the equation described in (Suetin et al., 2002). To
calculate the total light absorption coefficients (as a sum of colored dissolved organic
matter and non-algal suspended particles, CDM, and phytoplankton absorption) an
approach described in Suslin et al. (2008) was used. Light backscattering and absorption
coefficients of pure water were taken from Morel et al. (1977) and Pope et al. (1997)
respectively. 

The comparison of the Kd(490) standard product, Kd(490)std, with Kd(490) values
simulated by the regional bio-optical model (Churilova et al., 2007), Kd(490)mod shows
good agreement in summer and disagreement in spring (Figure 1). The SeaWiFS
Kd(490) (in m-1) was calculated by: 

Figure 1  Comparison of standard product
Kd(490)std with values calculated by equation
(3) in region 5 of the Black Sea in 1998 based
on SeaWiFS data. The numbers correspond to
the month of the year and the line is 1:1.

Figure 2  Relationship between
Rrs(490):Rrs(510) and Rrs(490):Rrs(555) in
1998 in region 5of the Black Sea based on
SeaWiFS data. The numbers correspond to the
month of the year.
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(4)

where X=lg[Rrs(490)/Rrs(555)],  α0= –0.8515, α1= –1.8263, α2= 1.8714, α3=–2.4414,
α4= –1.0690 – constants for the spectral channels of SeaWiFS (KD). Equation (4) was
obtained as a result of fitting relationship between in-situ measured Kd(490) and the Rrs
ratio for two channels at 490 and 555 nm (O’Reilly et al., 2000). The operational
algorithm for deriving Kd(490) was updated using in-situ data from NOMAD version 2
(KD). The algorithm form describes the polynomial best fit that relates the log-trans-
formed geophysical variable to a log-transformed ratio of remote-sensing reflectances. 

Because Kd(490) measurements corresponded to case 1 waters (Morel et al., 1997), the
Rrs(490):Rrs(555) ratio is correlated to the total light absorption coefficient of the sea at
490 nm. However it is not typical for the Black Sea (Suslin et al., 2008) due to specific
phytoplankton absorption at 555 nm, which is higher than the values for case 1 waters
(Bricaud et al., 1995). This fact causes the relationship between Rrs(555):Rrs(510) and
Rrs(510):Rrs(490) shown for region 5 (Figure 2).
 

In region 5 in spring 1998 diatoms blooming was observed and chlorophyll-a concentra-
tions were high (~2 mgm-3) (Figure 3). This resulted in an increase in the total light
absorption coefficients which in turn (equation (3)) lead to an increase in Kd(490) values.
In Figure 3 it is evident that the standard algorithm underestimates chlorophyll-a concen-
trations in spring and does not “see” the spring maximum. In summer, when
chlorophyll a concentrations are about one order less than in winter–spring time, the
main contribution to the total absorption introduces the CDM component, whose contri-
bution is much larger at 490 nm than at 555 nm. The latter causes a good correspondence
between the standard and modelled estimates of Kd(490) values. It turns out that this
feature is absent in the Black Sea if equation (4) is rewritten in terms of the
Rrs(490):Rrs(510) ratio. The ratio Rrs(490):Rrs(510) corresponds well to the total
absorption by phytoplankton and by CDM for all seasons (Figure 4), while the ratio
Rrs(490):Rrs(555) is not appropriate for winter and spring time due to the phytoplankton

Figure 3  Dynamics of chlorophyll-a concen-
tration in 5th deep-water region of the Black
Sea in 1998: SeaWiFS standard product – std;
in-situ measured data (Churilova et al., 2004)

Figure 4  As Figure 1, but Kd(490)new was
calculated by equation (4), where
Rrs(490):Rrs(555) ratio is estimated by
equation (5).

Kd 490( ) 10
α0 α1 X α2 X

2 α3 X
3 α4 X

4⋅+⋅+⋅+⋅+
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specific absorption at 555 nm (Suslin et al., 2008). The ratio Rrs(490):Rrs(555) can only
be used for summer, when the relative contribution of phytoplankton to the total
absorption is smallest for the year and CDM determines the total light absorption. 

In equation (4), the ratio Rrs(490):Rrs(555) was replaced by Rrs(490):Rrs(510) following:

(5)

where y=Rrs(490):Rrs(555), x=Rrs(490):Rrs(510), A=1.85, and B=–1.0. 

Equation (5) was found empirically (with determination coefficient r2=0.95) using
summer data for all five deep-water regions of the Black Sea for the lifetime of SeaWiFS
(Figure 5). 
  

As has been shown above when CDM dominates in total light absorption the standard
product Kd(490)std is practically equal to Kd(490) obtained using regional bio-optical
model (mod) and “new”: Kd(490)std ≈ Kd(490)mod ≈ Kd(490)new. The CDOM
domination occurred in the coastal and north-western shelf waters of the Black Sea
(Churilova et al., 2007). A comparison of the Kd(490)new and Kd(490)mod values for
the north-western shelf in 1998 is shown in Figure 6, where it is evident that the error is
less than 20 which corresponds to the accuracy of equation (3). Thereby equations (4)
and (5) can retrieve Kd(490) with appropriate (< 20%) accuracy for all seasons and for
different regions of the Black Sea. It should be noted that the difference between
Kd(490)std and Kd(490)new in spring is not only typical for 1998, but also observed in
other years (Suslin et al., 2011). 

The approach described above of the standard product correction (using
Rrs(490):Rrs(510) instead of the Rrs(490):Rrs(555) ratio) has been used to obtain correct
Kd(490) maps based on the SeaWiFS data from September 1997 to December 2010 with
two-week averaging (Black Sea Color). Figure 7, shows some examples of these
Kd(490)new maps in comparison with the SeaWiFS Kd(490)std. The Kd(490)new and
Kd(490)std maps differs significantly for spring values in deep-waters region, while
summer and autumn Kd(490) values are in a good agreement with the exception of some

Figure 5  Relationship between
Rrs(490):Rrs(510) and Rrs(490):Rrs(555)
obtained in the five deep-water regions during
the summer months of the lifetime of SeaWiFS.

Figure 6  As Figure 4 but for the north-western
shelf region of the Black Sea.

y A x B+⋅=
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coastal waters where slight differences in Kd(490) values are observed (Figure 7). 

Figure 7  Maps based on SeaWiFS data for 1998. a) and b): second half of March; c) and d):
second half of August; e) and f): second half of October (Left maps – new approach; Right maps:
standard product).

4. Conclusions
It has been shown that the standard Kd(490) product in the Black Sea during the winter–
spring bloom is underestimated in comparison with Kd(490)values simulated by the
regional bio-optical model. It has been shown that replacing the ratio at 490:555 with the
ratio at 490:510 allows an estimation of the value with appropriate accuracy (~20%) in
all seasons and in different regions of the Black Sea. Using this approach, two-week
averaged maps of Kd(490) for the entire SeaWiFS operation period have been obtained. 
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Abstract
The chlorophyll-a 90 percentile product (CHL-P90) gained importance in describing the
eutrophication state of the Belgian part of the North Sea when Water Framework
Directive requirements were transposed into Belgian law in July 2010. A MERIS based
CHL-P90 product was developed to answer this need for information as MERIS
provides a better temporal and spatial coverage compared to in-situ monitoring and thus
is potentially better suited to provide a P90 estimate. However, the irregular availability
of satellite chlorophyll-a observations both in space and time due to cloudiness, quality
flagging, sensor malfunction, etc. has to be considered as it impacts the product
accuracy. This impact is two-fold and dependent on (1) the availability of observations
during the actual phytoplankton bloom and (2) a proportional distribution of observa-
tions in the bloom and non-bloom period. 

This effect of irregular sampling on the accuracy of CHL-P90 was studied in detail in
simulations. The MIRO&CO-3D ecosystem model was used to generate realistic time
series of chlorophyll-a concentrations with high temporal resolution in the most
important Belgian monitoring stations. These time series were sub-sampled using the
actual observation density of the MERIS satellite in Belgian waters. Results show that a
mean relative error of 25.4% on the CHL-P90 estimate can be expected due to the effects
of irregular sampling. The results of this study were used to improve the CHL-P90
algorithms by adding a weighing procedure taking into account irregular sampling issues
to reduce these errors to 9.9%. 

Keywords: chlorophyll-a P90, MERIS, Water Framework Directive, Belgium

1. Introduction 
The Water Framework Directive (WFD) and the Marine Strategy Framework Directive
(MSFD) are currently the most important drivers for monitoring the coastal and offshore
waters in Europe with the objective of reaching a ‘good environmental status’ (Gohin et
al., 2008). Human-induced eutrophication is one of the criteria for assessing the extent to
which good environmental status is being achieved. Eutrophication can be defined as the
enrichment of water by nutrients causing an accelerated growth of algae and higher
forms of plant life to produce an undesirable disturbance to the balance of organisms
present in the water and to the quality of the water concerned, and therefore refers to the
undesirable effects resulting from anthropogenic enrichment by nutrients (OSPAR,
1998). 
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In June 2010, WFD requirements (Directive, 2000) for the Belgian Coastal Zone (BCZ)
were transposed into Belgian law (Royal Decree 23.06.2010) thus structuring/guiding
the water quality monitoring programmes. The eutrophication status is established by
monitoring the chlorophyll-a (CHL) concentration as it is a proxy of phytoplankton
biomass. More specifically, the indicator of choice is the chlorophyll-a 90 percentile
(CHL-P90) over the phytoplankton growing season (i.e. March–November inclusive)
expressed in μgl-1. The CHL-P90 is the CHL concentration below which 90 percent of
observations fall. While in-situ data acquisition is still considered as the main monitoring
tool there is a growing tendency to use optical remote sensing as a supporting tool to
achieve the monitoring requirements because of severe resource constraints of available
ship time and manpower (Sorensen et al., 2002). For example, in Belgium, in-situ
measurements are collected 5–7 times on average per growing season at 10 stations
distributed in the BCZ (Ruddick et al., 2008c). These numbers are too low to calculate
CHL-P90 values with sufficient accuracy. Hence the need for additional information
sources. 

The algal1 and algal2 products from MERIS are now considered sufficiently mature for
use in applications in the turbid Belgian waters (Ruddick et al., 2008a, 2008b). The
MERIS data enables the calculation of CHL-P90 pixel-by-pixel resulting in a map
product which is expected to provide more accurate CHL-P90 estimates due to an
increased temporal and spatial resolution compared to the in-situ data (Park et al., 2010).
Subsequently, this map product provides the policy makers with the means to objectively
and quantitatively report on the WFD and MSFD guidelines for reaching a ‘good
environmental state’ by 2020. 

However, the irregular availability of satellite CHL observations both in space and time
due to cloudiness, quality flagging, sensor malfunction, etc. has to be considered
(Sirjacobs et al., 2011) as it impacts the accuracy of CHL-P90. This impact is two-fold
and dependant on (1) the availability of observations during the actual phytoplankton
bloom and (2) a proportional distribution of observations in the bloom and non-bloom
periods. Figure 1 illustrates this by showing how a different timing of 50 samples on the
same CHL time series can result in significantly different CHL-P90 estimates. From this
example it is obvious that sufficient sampling of the bloom period is crucial for gener-
ating an accurate CHL-P90 product but can still lead to errors in case of under- or
oversampling compared to the non-bloom period. 

The main objective of this study is to perform a detailed sensitivity analysis on the CHL-
P90 product considering irregular sampling and to use the results to develop a correction
procedure to improve the CHL-P90 product. Simulation techniques were used to ensure
the availability of sufficient reference data. The MIRO&CO-3D ecosystem model
(Lacroix et al., 2007) provided CHL time series with a high temporal resolution (i.e. 30
minutes) in five Belgian monitoring stations for a full growing season in the arbitrarily
chosen year 2006. These five time series were generated taking into account processes
such as wind- and tide-induced variability, complex biological interactions etc. and were
subsequently sub sampled using actual pixel-specific MERIS sampling frequency during
the growing season of 2003 to 2010. This resulted in more than 20000 sub-sampled CHL
time series which could be directly compared to the five MIRO&CO-3D time series to
perform the accuracy analysis.
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Figure 1  Illustration of the impact of two different timings of 50 samples on the same CHL time
series on CHL-P90 estimates. Blue/green line: time series of CHL computed by MIRO&CO-3D
model (Lacroix et al., 2007) for the year 2006 for a single Belgian monitoring station (51.27°N–
2.91°W) with the phytoplankton bloom marked in green. P90ref (black line) and P90est (red line)
are the percentile 90 computed respectively from the daily data and from a subsample of 50 data. 

2. Materials and Methods

2.1 Belgian Coastal Zone 

The Belgian Coastal Zone (BCZ) is located in the Southern Bight of the North Sea (SNS)
and covers approximately 3454 km2 with an average depth of 20–30 m. The BCZ is
influenced directly by the Scheldt river (and other small Belgian rivers) inputs as well as
indirectly by waters discharges from French rivers such as the Seine and the Somme and
the Dutch Rhine/Meuse system (Lacroix et al., 2004). The river nutrient input causes
eutrophication in the BCZ leading to high-biomass algal blooms, mainly the Hapto-
phycea Phaeocystis globosa that spreads over the entire area in spring (Lancelot et al.,
1987).

2.2 MIRO&CO-3D model

The MIRO&CO-3D model is a combination of the 3D hydrodynamical model described
in Lacroix et al. (2004) based on the COHERENS model (Luyten et al., 1999) and the
biogeochemical MIRO model (Lancelot et al., 2005). The MIRO&CO-3D ecosystem
model was used to generate simulated time series of chlorophyll-a concentrations with
high temporal resolution for five Belgian monitoring stations. The model is capable of
simulating the transport and dynamics of inorganic and organic nutrients, phytoplankton,
bacterioplankton and zooplankton biomass in the SNS (Lacroix et al., 2007). For this
theoretical study, the BCZ was subdivided in five zones around the five in-situ
monitoring stations using the nearest neighbour interpolation. For each zone a typical
CHL time series during the phytoplankton growing season was generated capturing the
main variations in the BCZ (Figure 2). While these time series are theoretical, we believe
that they capture the main phytoplankton dynamics present in the BCZ, generally with an
intensive Phaeocystis globasa bloom during the spring followed by a less intensive
summer Diatoms bloom (Lancelot et al., 2005). Remote Sensing observations show that
bloom intensity decreases with increasing distance from the coast (Rousseau et al., 2006;
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Ruddick et al., 2008c). The CHL time series are presented in Figure 2 (right) showing a
phytoplankton biomass peak around day 134 (i.e. 12 May) for the different zones. 

Figure 2  Left: CHL-P90 computed from daily MIRO&CO-3D data for the year 2006 for five
zones around the five in-situ monitoring stations using the nearest neighbour interpolation,
catching the main variations in algal bloom intensities in the BCZ (represented by the black line).
Right: Daily time series of CHL computed by MIRO&CO-3D (Lacroix et al., 2007) at the 5
chosen stations. The colour scale referring to the 5 zones is the same for both diagrams.

2.3 MERIS sampling frequency

Satellite images are widely used in operational oceanography and in ecosystem
dynamics studies due to their extensive spatial and temporal coverage. The Medium
Resolution Imaging Spectrometer (MERIS) instrument provides level 2 algal products
(CHL in μgl-1) (Doerffer and Schiller, 2007) for both case 1 and case 2 waters on a daily
basis with a spatial resolution of 1 km and a theoretical daily temporal resolution for the
BCZ. However, satellite remote sensing is subject to one major limitation: cloud
presence can totally or partially cover the area of interest. For the BCZ this generally
results in a high percentage of missing data in the daily images. This missing data is not
evenly distributed over the year, and thus biases any simple averaging calculations. To
study the impact of gaps in the observation continuity on the CHL-P90 product quality,
the actual MERIS sampling frequencies per pixel for the years 2003 to 2010 were
applied to the five simulated CHL time series described in section 2.2. This resulted in
more than 20000 subsampled CHL time series accompanied with the detailed model data
needed to perform the accuracy analysis.

2.4 Standard CHL-P90 product

CHL-P90 values were calculated pixel-by-pixel from the mean and standard deviation
(σ) of the CHL time series over the growing season by the approximation: 

CHL-P90=Mean+1.28*σ (1)

with a minimum of 2 CHL values per pixel. The mean and standard deviation σ are
computed in log transformed space. This statistical approach is an approximation for a
log-normal distribution of selecting the CHL value in a time series such that 90% of the
observations are equal or less than this value. It requires considerably less computing
resources as no actual time series need to be stored for each pixel, speeding up the
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processing significantly. It delivers accurate CHL-P90 values when the sampling is
regularly distributed over the growing season and when the underlying distribution is
log-normal. 

2.5 Weighted CHL-P90 calculation

In this approach a quality assessment of the satellite-based CHL time series is taken into
account when generating the CHL-P90 product to compensate for irregular sampling. In
a first step a key period (KP) is defined as the period containing the main algal bloom. In
this study this period is defined as the period starting 14 days before and ending 14 days
after the maximum CHL observation (Figure 3). This arbitrary definition of the KP is
region-specific and needs to be adjusted using prior knowledge of the local phyto-
plankton dynamics from model results or in-situ/Remote Sensing (RS) data. It is
important that this period is sufficiently sampled to obtain a valid CHL-P90 estimate. 

Next, the key period proportion (KPP) is calculated as follows:

(2)

where NrdaysKP is the total number of days of the KP (i.e. 28 days around the day of
max CHL for the BCZ) and NrdaysGS is the total number of days in the phytoplankton
growing season (i.e. 275 days). The arbitrarily chosen KPP equals 10.18%. Knowing the
KP, the KPP for the MERIS time series can be calculated in a similar fashion as well as
the relative difference (RD) between KPP and KPPMERIS:

 (3)

where NrObservationsKP is the total number of CHL observations in the KP and
NrObservationsGS is the total number of CHL observations in the complete phyto-
plankton growing season. 

The KPPMERIS can be calculated for each pixel and can be compared to the KPP per
zone resulting in a quantification of sampling irregularities represented by the weight
indices WIKP and WINKP for the key period and the non-key period respectively:

 (4)

The KP is undersampled by MERIS in the case of WIKP< 1 which would result in an
underestimation of the CHL-P90 using the standard method. Conversely, overestimation
of the CHL-P90 is expected in the case of WIKP> 1. This information can be used to
improve the CHL-P90 procedure by giving all the observations a weight which is the
inverse of the respective WI in order to compensate for the sampling irregularities. 

KPP
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Figure 3  The region specific key period (KP) is defined as the period in the phytoplankton
growing season (GS) containing the main algal bloom. Blue/green line: time series of CHL
computed by MIRO&CO-3D model (Lacroix et al., 2007) for the year 2006 for a single Belgian
monitoring station (51.27°N–2.91°W) with the key period marked in green. Red squares corre-
spond to the dates where MERIS observations are available for the year 2003 in this case.

Finally, the CHL values are ranked from low to high with their weights cumulated and
normalised (Wnorm). The weighted CHL-P90 value is then defined as the CHL value
where Wnorm equals 0.90 with the possibility to linearly interpolate between the two
closest CHL values above and below the Wnorm of 0.90 if this is not the case. 

3. Results and Discussion
Figure 4 shows an overview of the different map products which are relevant to the
generation of the CHL-P90 product. The product has been generated for the years 2003
to 2010. Only data from the years 2004 and 2005 are shown here as means of demon-
stration. The available number of MERIS observation per pixel and per growing season
for the BCZ is shown in the first column. This illustrates the annual variations in terms of
data availability due to cloud cover. Significantly more observations per pixel were
available for 2004 compared to 2005. Sampling irregularities are described by the weight
index WIKP but are best visualised in a relative fashion using RD which is calculated by
comparing the KPPMERIS to KPP (Figure 4 column 2). Red, green and blue pixels
represent CHL time series where the KP is oversampled, correctly sampled and under-
sampled respectively compared to the KPP which equals 10.18% in this particular case.
In 2004 the KP is oversampled near the coast and undersampled in the centre of the
BCZ. For 2005 we mainly observe an undersampling of the KP which has the expected
impact on the quality of the standard CHL-P90 product (Figure 4 column 3) which in
case of ideal sampling should be identical to the reference data (Figure 2, left). While for
both 2004 and 2005 the same reference CHL time series were used, the standard CHL−
P90 maps are significantly different as a result of different sampling frequencies. This
demonstrates the need for a correction procedure as mean relative errors of up to 16%
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and 30% due to sampling issues were observed for 2004 and 2005 respectively (error
maps not shown).

Using the weighted CHL-P90 approach, the information on sampling irregularities
provided by the KPP is taken into account for each pixel separately enabling a weighing
factor to be calculated. The results of this approach are presented in the fourth column of
Figure 4 showing a closer fit of the weighted CHL-P90 product with the reference CHL-
P90 map (Figure 2, left) compared to the standard CHL-P90 product. It can be concluded
that the weighting approach works for a large number of sampling situations. Most of the
over-estimations are eliminated but some under-estimations are still present, as can be
seen in the top left corner of the weighted CHL-P90 map for 2004 and in different areas
for 2005. These areas are characterised by a critical unavailability of observations during
the actual phytoplankton bloom. Such pixels could be identified and discarded by using a
threshold as a quality control as no statistically robust CHL-P90 estimate can be made
using those specific CHL time series. The artificial boundary fronts seen in these maps
are present in the original (simulated) dataset defining the 5 used zones and are not
generated by the weighting procedure proposed here.

Figure 5 shows the mean relative errors of the standard and weighted CHL-P90 products
which are calculated for the years 2003 to 2010 by directly comparing the estimated
CHL-P90 values to the values obtained from the MIRO&CO-3D model and subse-
quently calculating the average for the BCZ. For the standard CHL-P90 product this
error ranges from 16% to 35% with a mean error of 25.4% and for the weighted CHL-
P90 product this ranges from 6% to 19% with a mean error of 9.9%. This results in a
decrease in relative errors of 15.5%.

Figure 4  Overview of different map products relevant to the generation of the CHL-P90 product
for the years 2004 and 2005. Column 1 presents the data availability in terms of number of MERIS
observations during the growing season of the respective years. In column 2 the relative difference
between KPPMERIS and KPP (RD) provides a descriptor of sampling irregularities considering the
key period. Column 3 and 4 respectively present the standard and weighted CHL-P90 product. 
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Figure 5  Mean relative errors of the standard (red) and weighted (green) CHL-P90 products for
the years 2003–2010.

4. Conclusions
With the CHL-P90 product gaining importance in describing the eutrophication state of
the European seas for WFD and MSFD applications, product quality has become an
essential concern of potential users. While most studies have considered only the
accuracy of individual satellite CHL measurements, this study has focused on the
additional errors generated in multitemporal products. The sensitivity study performed in
this work allowed more insight into the impact of sampling irregularities on the final
product which should be considered carefully as significant errors were found. The
proposed weighting approach provides a tool to take into account sampling issues
resolving a significant part of this problem without the need for additional data except
for the identification of the key period. Obviously a CHL-P90 product can only be
generated if sufficient observations during the algal bloom period or key period are
available. 

This theoretical study was performed in a simulated environment raising the question of
how the developed methodology can be transformed into an operational status. This only
requires the knowledge of the region specific key period which could be obtained from
in-situ data sets (e.g. SmartBuoys, traditional point sampling, etc.), ecological models
(e.g. MIRO&CO-3D) or the remote sensing data itself by using pixels with well-defined
time series. Next, theoretical look-up-tables need to be generated for estimated CHL-P90
errors in terms of the number of observations and KPP for different phytoplankton
dynamics (i.e. bloom intensity, length of bloom, etc.). These look-up-tables can then be
used to generate an error map to accompany the CHL-P90 map product. The combi-
nation of the weighted CHL-P90 map and a (theoretical) error map could then be
considered as a more complete product needed by policy makers for WFD and MSFD
reporting requirements.
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Monitoring chlorophyll concentrations with 
POSEIDON system's optical instruments

Abstract
In a specially designed experiment optical data from the POSEIDON system Cretan Sea
station, above water surface reflectance measurements and in-situ chlorophyll-a profiles
were collected and combined in order to evaluate the existing remote sensing chlorophyll
retrieval algorithms. It was found that both SeaWiFS and MODIS global algorithms
overestimate the chlorophyll concentration by >35%, but another more interesting
finding was that the algorithms, developed specifically for the Mediterranean, underes-
timate the concentration by a similar factor. Further investigation is under way.

Keywords: ocean optics, remote sensing, operational oceanography

1. Introduction 
Algal biomass distribution is an important factor for the assessment of marine
environment condition. Traditionally, a proxy to this distribution is chlorophyll concen-
tration, which in turn can be estimated with the implementation of optical methods. More
specifically, this is achieved either by monitoring the stimulated fluorescence of chloro-
phyll or simply the effect it has in the colour of the ocean. Satellite-collected ocean
colour data provide a cost effective way for this purpose provided that the chlorophyll
retrieval algorithms have been validated for the region of interest. Drakopoulos et al.
(2003) found that for the Cretan Sea oligotrophic Case I waters, the global SeaWiFS
algorithm overestimates in-situ chlorophyll by ~37%. In time new empirical relations
tuned to the Mediterranean waters have been developed (MedOC4 for SeaWiFS, and
MedOC3 for MODIS; Volpe et al., 2007, Santoleri et al., 2008).     

In order to monitor algal biomass for the needs of the prognostic system Poseidon,
optical sensors have been installed at an operational level on the multi-parameter obser-
vation platform (E1-M3A) in the Cretan Sea (Nittis et al., 2010). This platform is
moored in 1400 m depth, 20 miles north of Iraklion, at exactly the same location that the
SeaWiFS global chlorophyll retrieval algorithm was investigated 10 years ago. The
availability of new optical measurements and the lack of proper validation of ocean
colour products for that region led us to undertake this relevant experiment. Its scope was
oriented towards assessing the performance of the newly developed local algorithms. It
was executed during the regular maintenance visit to the E1-M3A platform in March
2011. The purpose of this paper is to report the preliminary results.
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and M. Ntoumas2 
1Department of Optics, TEI of Athens
2Institute of Oceanography, HCMR
* Corresponding author, email: pdrak@teiath.gr



P.G. Drakopoulos*, K. Nittis, G. Petihakis, D. Kassis, P. Pagonis, D. Ballas, and M. Ntoumas 359
Figure 1  Location of the E1-M3A platform.

2. Instruments
The basic optical instruments installed on the multi-parameter observation platform E1-
M3A and utilised in this experiment are (Drakopoulos et al. 2009):

• OCR-507 irradiance meter monitoring solar irradiance at seven wavelengths 412,
443, 490, 555, 665, 683, 705 nm. It is installed 2.2 m above sea surface and is
equipped with an anti-fouling shutter.

• OCR-507 radiance meter monitoring water leaving radiant flux over the above
mentioned seven wavelengths. It is installed at a depth of 40 cm below the sea
surface and is equipped with an anti-fouling shutter.

• LI-193SA  PAR photometers and FLNTU fluorometers installed at depths 25, 50, 75,
100 m.

In addition an Ocean Optics HR4000 portable spectroradiometer was utilised. The
radiance measurements were performed with an 8° FOV Gershun tube attached to the
end of the fibre. For downwelling irradiance estimation, the diffuse reflectance of a
calibrated Spectralon plate was measured. Complimentary data included in-situ vertical
profiles obtained with an SBE25 CTD equipped with PAR, transmittance and fluores-
cence sensors. Chl-a concentration profiles were calibrated against concurrent water
samples from six visits on location during 2010–2011.

3. Methods 
The remote sensing chlorophyll concentration is given by (e.g. D’Ortenzio et al., 2002):

(1)

where the a coefficients are algorithm-dependent and R is related to the ratio of blue to
green remote sensing reflectances. This concentration is comparable to the weighted in-
situ concentration: 
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 where (2)

with the limit of integration (optical depth) during the experiment estimated from PAR
profiles.

The above the water surface (Mobley 1999 protocol) and below surface remote sensing
reflectance were calculated following:

 

(3)

Figure 2  Left: Typical above surface remote sensing reflectance during the experiment. Right:
Time series of chlorophyll concentration at the M3A location monitored by the OCR7 radiometers
and estimated using the MEDOC4 (solid circles) and OC4v4 (transparent circles) algorithms. The
starting date is 3 March 2011, which was the day of the experiment. 

4. Results 
The corresponding depth integrated weighted concentration was found to be:

 mgm-3 (4)

This value is also expected to be calculated by the radiance measurements (both above
and below surface) provided that the retrieval algorithms used are properly tuned.

The tabulated results are in mgm-3. Both the above and under surface measurements
gave comparable results. Undoubtedly, the global algorithms OC4v4 and OC3 overes-
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timate concentration (~35%). Surprisingly enough, it was found that the regional
algorithms for the Mediterranean Sea are also biased and underestimate the ground truth
by a similar amount. This figure was also evident in concurrent MODIS pictures readily
processed with the MedOC3 algorithm and archived in the site of CNR.

Figure 3  Available data before the current experiment. In-situ collected data fall, on average, in
between the values obtained from buoy reflectance measurements evaluated according to the two
different algorithms.

5. Conclusions 
The main conclusion is that all global algorithms overestimate the chlorophyll concen-
tration (35%) in the Cretan Sea. Moreover, the newly developed regional algorithms
underestimate concentration (>35%) at least for concentrations of the order of 1 mgm-3.
The agreement with in-situ and remote sensed estimations points toward adequacy of
atmospheric correction algorithms. The discrepancy can be attributed to the local phyto-
plankton community structure and distribution.

New visits to the site are scheduled for the near future, in order to accumulate enough
data for estimating local empirical coefficients. Refined optical measurements, such as
collection of profiles with a hyperspectral absorption-transmission meter, should aid the
investigation towards explaining the causes behind the peculiarities of the local water
colour.    
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